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ABSTRACT

The atmospheric boundary layer is known to affect the dgretnt of mid-latitude cyclones, but
exactly how do boundary-layer dynamics communicate sarédfects to the free troposphere?
Cyclones are key contributors to the transport of atmospheater vapour, but less is known
about the role of the boundary layer in this transport. Thessstions are answered using the Met

Office Unified Model to simulate idealised cyclones.

The mechanism by which the boundary layer spins down a cgd®investigated. Ekman
pumping is compared to a recently-proposed baroclinicntiatlevorticity (PV) mechanism, and
it is shown that both mechanisms work together to spin dowrcittclone. Ekman pumping aids
the ventilation of PV from the boundary layer, and shapesrdiselting PV anomaly into one
of increased static stability, which then damps the cyclgrmvth rate. Different sea-surface
temperature distributions are used to demonstrate whaaisensible heat fluxes only affect

cyclone spin down when the PV generated is well-placed fotikagion.

Secondly, the processes controlling moisture transpdttinvihe cyclone are investigated,
in order to identify the roles of boundary-layer processas large-scale dynamics. A budget-
ing technigue demonstrates that moisture is evaporatedtiie ocean behind the cold front and
transported large distances within the boundary layer tintofootprint of the warm-conveyor
belt (WCB). The WCB forms one of the two main processes of dawlayer ventilation, with
shallow cumulus convection being of similar importancec®wentilated, moisture can be trans-
ported eastwards and polewards by the cyclone, before beiamed to the surface as precipita-

tion.

Finally, scaling arguments are presented to quantify thee@ence of moisture transport
on large-scale and boundary-layer parameters. It is shbamnventilation varies strongly with
atmospheric temperature and the meridional temperatadiegrt. Ventilation by shallow con-
vection and WCB advection vary in the same way with changéar¢g@-scale parameters, but in

a markedly different way when boundary-layer parametezshanged.
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CHAPTER 1:

INTRODUCTION

1.1 INTRODUCTION

Extratropical cyclones are everyday phenomena that dniwevieather over much of the Earth’s
mid-latitude regions. Much of this weather tends to be heifégg. cloudiness and showers), but
occasionally strong cyclones can bring gales and torfemiias, which can have significant socio-
economic impacts (Burt and Mansfield, 1988; Fetkal, 2009). They are also of considerable
climatological importance, forming a crucial part of thenaspheric heat engine (Bargt al.,

2002), transporting large amounts of heat and moisturengzotis.

The scientific study of mid-latitude cyclones began in thedye20th century with the work
of Bjerknes (1919) and Bjerknes and Solberg (1922) at thgdeschool of Meteorology. They
provided the first conceptual model of the life-cycle of atra&xopical cyclone, describing how
cyclones form as disturbances to the polar front. The pidngevork of Charney (1947) and
Eady (1949) added mathematical rigour to the Bergen Sclwuiepts, introducing the theory
of cyclone formation due to baroclinic instability. The agfesupercomputers allowed non-linear
simulations of cyclogenesis to be performed (e.g. Simmamstoskins, 1976, 1978). These
studies were able to demonstrate how cyclones could fornmdessipate due to large-scale, dy-
namical processes, and as computational resources gredig, b level of complexity within the
models, allowing physical processes to be modelled andéffeicts on cyclogenesis understood.
Meanwhile, conceptual models of cyclogenesis (Browni®85t Shapiro and Keyser, 1990) con-
tinued to be improved, utilising remote sensing technicgiesh as radar and satellite to provide
a detailed description of the winds, clouds and precigitatirganised within a mid-latitude cy-

clone.

This thesis aims to understand, in a systematic way, thetaffenear-surface atmospheric

physics on cyclone evolution. How do surface charactesstifluence the cyclone dynamics?
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Chapter 1: Introduction

How are these characteristics transmitted through the sahewic boundary layer into the free
troposphere? Understanding how near-surface physicsrimmcmicated to the cyclone interior is
important for accurate representation of cyclones in nigakweather prediction (NWP) models.
One key variable of interest is moisture. Most water is doeth on the Earth’s surface, but
evaporation and precipitation processes continuallyecyubisture between the atmosphere and
surface. What role do cyclones play in this process? How taesnoisture transported by the

cyclone feed back onto the cyclone development?

Atmospheric water vapour is a key variable in the climatdaesys and with the current and
anticipated changes taking place in the global climate yaésearch objective is to “develop an
integrated, quantitative understanding of the changesgaitace in the global water cycle” (Nat-
ural Environment Research Council, 2009, p. 3). Therefihis,thesis aims to contribute to this
objective by providing a quantitative understanding ofitader cycle in an extratropical cyclone.
Current climate projections suggest that as the climatévespthe total number of extratropi-
cal cyclones will reduce, but there will be more extreme &véRleehlet al, 2007). However,
there is uncertainty in these projections, with climate eisdjiving differing results (Bengtsson
et al, 2006). An improved understanding of moisture feedbackhetscale of an individual
storm should uncover which physical processes are imgdriatetermining how cyclones react

to different climatological conditions.

The remainder of this introductory chapter reviews the eniristate of the literature, dis-
cussing what can be considered to be well understood ancewbem for improvement exists.

Some specific thesis questions and objectives are then igivisection 1.6.

1.2 MID-LATITUDE CYCLOGENESIS

The orientation and orbit of our planet results in more sidriation being incident at the equator
than the pole. The equator is therefore warmed to a greatentethan the pole, producing a
meridional temperature gradient. This forms the basis efaimospheric heat engine, and mid-
latitude cyclones form in response to this unstable basie stmixing warm air polewards and

cold air equatorwards, reducing the temperature gradient.
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Chapter 1: Introduction

Formally, the meridional temperature gradient producesicklatitude jet in thermal wind

balance with it
08 —fBou

9 _—f0du 2 g 06
dy g 0z

u(z) =— A ﬁ@dz, (1.2)

whereu is the zonal windspeed is the potential temperaturd, is the Coriolis parameter and
g is the gravitational acceleration. This jet stores a lamgp@unt of potential energy, and small
perturbations to it can quickly grow into cyclones, feedoffjthis reservoir of potential energy
and converting it into eddy kinetic energy (James, 1994 p&heb). The basic mechanism for

this is “baroclinic instability”.

1.2.1 BAROCLINIC INSTABILITY

The mechanism of baroclinic instability can be best exgdiim terms of potential vorticity (PV),

a concept first introduced by Rossby (1940) and Ertel (1982¢. Ertel-Rossby PV is defined as
1
PV = BZ.De, (1.2)

where p is the density of air and is the absolute vorticity. Ertel's theorem (Ertel, 1942)

proves that for frictionless, adiabatic fluid motion, the RBVconserved following a fluid par-

D(PV)

cel, i.e. Bt

= 0. Typically, the PV in the troposphere is small and positjeé order
107 Kkg~tm?s1 = 0.1 PVU), driven by a positive vertical component of absolubetigity,
from the Coriolis force {, ~ f ~ 1074 s71), and a small increase in potential temperature with
height (‘3—2 ~ 1073 Km~1). However, within the stratosphere, the PV is much highertdumuch
stronger vertical temperature gradier@% £ 102 Km~1). Due to the conservation property, the
stratosphere can be thought of as a “reservoir” of high PVdhaa influence the dynamics of the

troposphere.

Figure 1.1 shows schematically the PV views of how baroclinstability leads to cyclone
formation. A small southwards or downwards perturbatiothattropopause could lead to some
high PV air moving from the stratosphere into the tropospherhis air has higher PV than
its surroundings, and will have both increased relativeieity (¢) and increased static stability

(N2 = %g—g) associated with it. Figure 1.1(a) shows this positive P@naaly at the tropopause,

IHere and throughout this thesis standard meteorologicabsis are used. All symbols and mathematical notation

are defined in Appendix A and numerical values given for amstants.
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Chapter 1: Introduction

(@) High PV / (b) High PV / y
+

Cold

y
Cold
X

Warm Warm

Figure 1.1 Schematic showing contours of near-surface temperatutéh@nropopause location,
with + indicating the location of positive PV anomalies and arrémgicating the location and
strength of airflows associated with PV anomalies. (a) Tfexebf a tropopause PV anomaly on
the surface temperature field. (b) The effect of a surfac@ésature anomaly on the tropopause

PV field. See text for further description.

with the thick arrows showing the positive cyclonic cirdiga associated with it. A second key
property of PV is the “invertibility principle” (Hoskingt al, 1985), which states that given a
global PV distribution, an appropriate balance conditionthe flow (e.g. geostrophic balance)
and complete boundary conditions, the PV distribution cannberted to obtain the wind and
potential temperature fields everywhere in the domain. Adaliconsequence of this is “action at
a distance” — since the positive PV anomaly has cyclonidaityrtassociated with it, this vorticity
does not just stop at the edge of the anomaly, but extendsghowit the depth of the troposphere,
decaying in magnitude with distance from the anomaly. Thisses the PV anomaly to create a

weak cyclonic vorticity at the surface, shown by the thiroass in Figure 1.1(a).

The surface circulation acts to distort the surface menigidemperature gradient, moving
warm air polewards ahead of the PV anomaly, and cold air equatds behind the anomaly.
This results in a distorted pattern of surface temperaaseshown in Figure 1.1(b). Bretherton
(1966) discusses how a warm anomaly in the surface temperiéld has the same dynamic
affect as a positive PV anomaly located below the surface. shinface temperature anomaly can
be thought of as a manifestation of the increased statidistassociated with this PV anomaly,
and there must also be a cyclonic circulation associateld wyitwhich is shown by the thick

arrows in Figure 1.1(b). The action at a distance principiplies that this circulation extends up
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Chapter 1: Introduction

to the tropopause, the effect of which is shown by the thiovest

Baroclinic instability occurs when, as shown in Figure 1tk effect of the surface temper-
ature anomaly is to re-intensify the tropopause PV anomdiliglwcaused it. The two features
become phase-locked, mutually intensifying each otherfamding a baroclinic wave. The sur-
face warm anomaly, with its cyclonic circulation, forms the-pressure part of the wave, whilst
the surface cold anomaly, which has an anticyclonic cit@teassociated with it, forms the high-

pressure part of the wave.

1.2.2 THE EADY MODEL

Charney (1947) and Eady (1949) independently produced emttical descriptions of baro-
clinic instability. Focus will be made on the Eady model siniccaptures the main features of
cyclogenesis, but is mathematically simpler than the Gihhamodel. The Eady model utilises

the conservation of Quasi-Geostrophic Potential Vogti@GPV), which in perturbation form is

given by
2 0%y
2 9
QGPV = L5Wg + N2 92 (1.3)
where g is the geostrophic streamfunction and is the 2D gradient operatc(r%,%). The

QGPV is a simplified form of the Ertel PV (Eqn. 1.2) under theragimations of Quasi-
Geostrophic (QG) theory (which assumes that the flow ren@ase to geostrophic at all times).
The Eady model assumes a basic state with zero if@@PV in the interior (i.e. a constant
value of the Coriolis parametef), and a windspeed linearly increasing from zero at the sarfa
(z=0) toU at the tropopausez& # ). The conservation property implies tl@GPV = 0 for

all time, and boundary conditions are applied at the tropspand the frictionless surface by the

linearised thermodynamic equation:

02g 0%y g 080y )
"oz U a0z Tagay ax — VW (1.4)

wheref is a reference potential temperature and the vertical velocity. The Eady model is

solved by assuming = 0 on the boundaries and seeking normal mode solutions totiegua3:

Pg = exp(1(kx— wt)) (AcoshNTku— BsinhNTkz> , (1.5)
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Chapter 1: Introduction

wherek is the zonal wavenumbeg is the frequency, and andB are constants to be determined.

Boundary conditions from Equation 1.4 are given by

g 0o B
(—wNK) B+ <eoay >A—O, (1.6a)
_oNkeUKNe+ Pks) B+ (—onkstUkeNs+ 3 Pkc) a0, (1.6b)
oy 8o 9y

where s= sinh(NT'%[) and c= cosh(NTk}[>. Equations 1.6 are of the form

L)

and non-trivial solutions to Equation 1.7 are obtained & thatrix cannot be inverted, i.8z—

wy = 0. This yields a quadratic equation farand the following dispersion relation betwean

andk:
w= > I<N606y> \/< > tanh > ><coth > > >, (1.8)

whereLro = N#/ /f is the Rossby radius of deformation. The first term represprapagation

of the wave, whilst the second (complex) term gives the dnawate, the imaginary part of which

is often denoted.

Equation 1.8 shows that the cyclone growth rate is directbpertional to the meridional
temperature gradiemg—g). This is as expected, since if there were no meridional &atpre
gradient, no cyclones would form. It also shows the growth ta be inversely proportional to
the static stability I{). This implies that for higher static stabilities, the ayoé growth rate is
reduced. This can be understood from the conceptual ddearipf baroclinic instability given
in Section 1.2.1. At higher static stabilities, the cirt¢ida induced by the PV anomalies cannot
extend as far through the depth of the troposphere. Therdfmra given strength of PV anomaly
at the tropopause, the circulation induced by it at the sarfa reduced when the static stability
is higher. Static stability acts as an effective insulatothe baroclinic instability process. The
Eady model can also be used to make predictions about thetsuand evolution of cyclones.
Applying typical mid-latitude scales to the terms in Eqaatl.8 gives the cyclone wavelength as
21/k ~ 4000 km and the e-folding time agd ~ 1 day, both of which are reasonable values for

observed mid-latitude cyclogenesis.
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Chapter 1: Introduction

1.2.3 NONLINEAR STUDIES

Whilst the Eady model demonstrates the key variables tfflaeimce cyclone growth rates, since
itis a linear theory it strictly only applies for small perations. The atmosphere is a nonlinear
system, and therefore cyclones quickly reach a stage in diegelopment when nonlinear pro-
cesses become important. To simulate the development & into these nonlinear regimes
requires the use of computational models, numericallyisglthe equations of fluid motion into
regimes where analytic solutions do not exist. A series pepaby Simmons and Hoskins (1976,
1977, 1978) investigated the development of cyclones fronmal-mode perturbations to the
mid-latitude jet (similar to Eqn. 1.5 used in the Eady modeling the Reading Intermediate
General Circulation Model (IGCM, Hoskins and Simmons, )97Hhese simulations were able
to show how cyclones passed beyond the linear growth stagerided by the Eady model, into a
nonlinear regime where the growth rate was acceleratedalfstie alternating series of high and
low pressure systems is formed, with the low pressure centigrating polewards and the high
pressure centres moving equatorwards. The model is alsbleapf simulating frontogenesis,
with warm and cold fronts forming in the region of the low mee system. The simulations
reach occlusion and are able to represent the transitioheotyclone into a barotropic decay

phase.

Thorncroftet al. (1993) discussed how two paradigms of nonlinear life-cypglaviour can
be identified. The first type, life-cycle one, denoted LCh&snonlinear counterpart of the work
of Charney (1947) and Eady (1949) in a spherical geometry.odnal mode perturbation is
added to the basic state westerly jet, resulting in thecifele discussed above. The poleward
motion of the low pressure systems results in the life-cypgang dominated by a strong cold
front, with only a small, weak warm front forming. At uppewés, the tropopause PV wave
“breaks” anticyclonically at occlusion, causing the syst® enter the barotropic decay phase.
The second type, denoted LC2, forms on addition of a cyclbaiotropic shear to the basic state
jet. This introduces asymmetric development to the wavth wery strong low pressure systems
and only weak ridges of high pressure forming. The low pressginow dominated by a strong
warm front, with only a weak cold front. At upper levels, tlegopause PV wave now breaks
cyclonically at occlusion, resulting in cut-off cyclonesiieh do not decay. Shapiet al. (1999)

discuss how these paradigms represent two extremes oféhewm of observed life-cycles, with
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Chapter 1: Introduction

most cyclogenesis events sitting somewhere between LCL@ad

1.3 CONCEPTUAL MODELS OF MID -LATITUDE CYCLONES

1.3.1 CYCLONE STRUCTURE

Simplified conceptual cyclone models have long been usetlukirate and communicate the
complex airflows observed within nature. One of the first embgal models was the Norwegian
cyclone model (Bjerknes and Solberg, 1922), which desstibe amplification of a frontal wave
to occlusion. Although it was constructed from relativepasse, surface based observations,
the model became the accepted description of cyclone favmé&ir almost 70 years. However,
Shapiro and Keyser (1990) were able to use modern remoténgetieshniques and many air-
borne and spaceborne observations to produce a new coatepidel for frontal structure and
evolution. Shapiro and Keyser (1990) argue that contindieurgal deformation, as described by
Bjerknes and Solberg (1922), rarely occurs. Rather, thd ffoactures” near the cyclone centre,
with the cold front becoming disjoint from the warm front, sisown in Figure 1.2. The cold
front is now oriented perpendicular to the warm front, in wisaeferred to as a frontal “T-bone”.
There is then a “bent-back” extension to the warm front, \piag around the low centre. Often,
as the cyclone continues to develop, warm air becomes tilapgar the low centre, encircled by

the warm front in what is termed a “warm seclusion”.

There are typically three main airflows, or “conveyor-geltgthin mid-latitude cyclones. The
first of these is the warm-conveyor belt (WCB, Harold, 19v8)ich is the main poleward moving
airflow. This band of warm, moist air runs ahead of the coldffrear the surface, ascending over
the warm front and often splitting into two branches. As showFigure 1.2, one branch turns
cyclonically around the north of the low centre, whilst théey branch turns anticyclonically
away from the low. The WCB ascends from near the surface wptd&m, moving large amounts
of moisture which contribute to its associated clouds aedipitation (Browning, 1985). As the
cyclone intensifies, the cold front can under-cut the WCBulteng in heavy precipitation in the
frontal region due to the combination of large-scale asoerthe WCB and upright convection in

the frontal region.
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Cold
conveyor

~1.5km

~2.5km Warm

conveyor
belt

~1km

Figure 1.2 Schematic showing the frontal structure and system-velairflows within a mid-
latitude cyclone. The cold (blue) and warm (red) fronts drens along with the direction and
approximate height of the three main airflows. The arrowwottenotes schematically the height

of the airflow, with lighter colours near the surface.

While the WCB originates in the warm air, the cold-conveyelt fCCB, Carlson, 1980) orig-
inates ahead of the warm front in the cold air. As shown in Fedu2, the CCB flows westwards
relative to the cyclone centre, flowing underneath the WC® tgpically staying at low levels.
The CCB can ascend and turn anticyclonically (not showrgolmng buoyant as it receives mois-
ture precipitated into it from the WCB. If the CCB stays cldeethe surface, it typically turns
cyclonically, following the bent-back warm front arouncetlow centre. Since it stays close to
the surface, it is often termed a low-level jet (LLJ), and eaen contribute to the strong winds

associated with sting-jets (Clagt al., 2005).

The final airflow shown in Figure 1.2 is the dry intrusion (Resdl Danielsen, 1959), a
descending branch of air which originates in the upper sppere or lower stratosphere. Due
to its origin, this airflow contains very little moisture, daigan often be seen in satellite images
as a region of cloud-free air immediately behind the colahfra~urther behind the cold front,
especially for marine cyclogenesis, low-level stratoclumwand cumulus clouds can be formed

in the cold-air outbreak, as cold air flows quickly from therthoover a warmer sea-surface.
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These clouds are typically shallow, with tops~a8 km (Neiman and Shapiro, 1993), and this
convection can be kept shallow by the much drier air conthimi¢hin the dry intrusion, which is

over-running these low clouds (Browning, 1985).

1.3.2 TypPe-A AND TYPE-B CYCLOGENESIS

Not all cyclogenesis events occur due to small perturbatgrowing via the baroclinic instability
mechanism described in Section 1.2.1. Petterssen and 8niedyl) describe how large, pre-
existing upper-level features can also trigger cyclogsneghey therefore classify cyclogenesis

into two types — A and B.

Type-A is the traditional baroclinic instability mechamis The upper-level flow is initially
zonal, with no significant upper-level PV anomaly. The banggity (meridional temperature
gradient) in the lower troposphere is large. As the wave grdhe upper-level PV anomaly de-
velops and intensifies. The tilt between the upper- and léexe features (shown in Figure 1.1)
remains constant in time. The cyclone acts to reduce thecliaity in the lower troposphere,

resulting in a classical occlusion described in Sectionl1.3

In Type-B cyclogenesis, the upper-level PV anomaly isaflifilarge, and the baroclinicity in
the lower troposphere can be much smaller than for Type-Ailstthe mutual re-intensification
of upper- and lower-level anomalies still occurs, it tenaidppen much faster, due to the size
of the initial PV anomaly. The tilt between the features dases with time, ultimately resulting
in the two anomalies being vertically aligned. Work by FhrfE984) and Rotunno and Fantini
(1989) has shown how Type-B cyclogenesis can be explainégtnms of non-normal modes of
the Eady model, demonstrating analytically how an uppestléeature can pass over the surface
low pressure, intensifying the system as the trough appesaand weakening once it has passed.
A similar cyclone structure and occlusion process to Typeeaurs, but Type-B cyclones often
have shorter, more intense life cycles. The frequency ofiweace of Type-A and B cyclones
tends to be approximately similar, although the locatiothefr formation tends to be different.
Type-A cyclones often form in regions of strong sea-surtaceperature (SST) gradients, such as
the Gulf Stream or Kuroshio. Type-B cyclones often form igioas with weaker SST gradients,

such as the eastern North-Atlantic, or over land, such dseiheie of the Rocky mountains (Gray
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and Dacre, 2006).

1.4 FRICTIONAL EFFECTS ON CYCLOGENESIS

Sections 1.2 and 1.3 have discussed the process of cyckigdrmm a dynamical perspective.
Sections 1.4 and 1.5 will now discuss how this dynamical ggeds modified in the presence of

atmospheric physics.

1.4.1 BEKMAN PUMPING

Traditionally, the effects of surface friction on mid-tatile cyclone development have been ex-
plained via the process of Ekman pumping. In frictionless/ flgeostrophic balance ensures that
air flows parallel to the isobars and cyclonically aroundva pwessure. However, Ekman (1905)

demonstrated that if frictional effects were includedr¢éheould be a cross-isobaric flow towards

low pressure centres (and away from high pressure cenfras)effect of this wind-turning on a

vortex is demonstrated schematically in Figure 1.3.

Within the atmospheric boundary layer, wind-turning tosgathe low pressure centre causes
a convergence of low-level winds. By continuity, this comirg air must ascend (since it cannot
descend), and so a component of vertical velocity is cregtéte boundary-layer top, often called
the "Ekman pumping velocity”. If the cyclonic vortex (showith solid outline in Fig. 1.3) ex-
tends throughout the depth of the troposphere, the Ekmapipgmelocity beneath it “squashes”
the vortex tube against the rigid-lid created by the tropegea This results in the dashed cylin-
der shown in Figure 1.3. By conservation of vorticity, theuling vortex has a lower relative

vorticity, and hence the action of Ekman pumping has spuwmdbe cyclonic vortex.

This argument is developed for barotropic vortices. Howeltds often assumed, at least
implicitly, that it is the dominant mechanism for spin-downbaroclinic cyclones. An Ekman
pumping boundary-layer parameterisation has been apjgitte Eady and Charney models by
several authors (e.g. Williams and Robinson, 1974; Cardgandilon, 1982), demonstrating that

within these analytic models, the inclusion of an Ekman pimgpelocity as the lower boundary
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Tropopause

- -

\A/ Boundary-layer top

Surface

— =

Figure 1.3 Schematic showing the Ekman pumping mechanism. The arrenwte the direction
of the airflow, with the solid cylinder illustrating the irat vortex tube with relative vorticity ;,

and the dashed cylinder illustrating the final vortex tubthweélative vorticityé, < &;

condition reduces the growth rate and phase speed of thelinigcavaves. Valdes and Hoskins
(1988) included an Ekman pumping boundary-layer paranseten into the idealised numerical
simulations discussed by Simmons and Hoskins (1976). Timigle boundary-layer parameter-
isation assumed that some vertical velocity through theetdvoundary was present in cyclonic
regions, and that the magnitude of this velocity was propoal to the vorticity in the interior.
Their nonlinear study found similar results to the lineadgts with the Eady and Charney mod-
els, with a growth rate reduction ef 40% shown compared to the inviscid simulations. Recently,
Beare (2007) investigated the role of the boundary layerTy@e-B cyclone simulation with a
state-of-the-art boundary-layer parameterisation. Heafstrated that the cyclone was most sen-

sitive to the boundary layer presence in a location coimtigéth the greatest Ekman pumping.

However, the question of how and why a barotropic framewank simply be applied to a
baroclinic system has not been addressed in any of thesiestuflhe schematic presented in
Figure 1.3 does not address important features of the cturadepodel of a mid-latitude weather
system shown in Figure 1.2. The warm-conveyor belt asceheadaof the low pressure centre

from within the boundary layer, and so it is anticipated thatindary-layer processes will inter-
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act with and modify this airflow. Figure 1.2 also shows strdwgizontal temperature gradients
in frontal regions, which are often associated with hortabnonvergence, a large-scale process
which is not represented in Figure 1.3. This raises the turesf how this large-scale conver-
gence, part of the cyclogenesis process, interacts witkkinean-convergence thought to cause
spin-down. Finally, the Ekman pumping mechanism desctitbednteraction of the cyclone with
the surface via momentum transfer only. However, the atimasp boundary layer also contains
large fluxes of heat, which significantly modify the struetof the boundary layer (Sinclagt al,,
2010b). These heat fluxes may also modify the structure otyokne, as discussed by Kuo
etal.(1991) and Reedt al. (1993). But these authors do not describe why the surfadefloeas
produce the observed changes, and the Ekman pumping diesthips no mechanism to describe

how this may occur.

1.4.2 PROTENTIAL VORTICITY

Adamsonret al. (2006) addressed the shortcomings of the Ekman pumpinganesch by adopt-
ing a potential vorticity framework. Potential vorticityppears to be the natural variable for
baroclinic systems, since it contains information on bethative vorticity and temperature gradi-
ents. Since Ertel's theorem only applies for frictionlessdiabatic motion, PV can be both created

and destroyed within the boundary layer, governed by tHevimhg equation:

D(PV) 1 Do
5 _B<(st“).me+wﬁ>, (1.9)

whereSY is the frictional force per unit mass. Adamseinal. (2006) utilised the work of Cooper
et al. (1992) to investigate the mechanisms for generation of Piwihe boundary layer, and

found three main processes by which PV could be created tnogied.

The first is the PV interpretation of Ekman pumping. Conveogeand ascent near the low
centre (Fig. 1.3) leads to a direct reduction of the relatiwdicity in this region. The ascent
also lifts isentropes away from the surface, reducing thtcsstability. The combination of these
processes appears as the creation of a negative PV anonthly lmoundary layer. The second,
baroclinic process, introduces PV generation due to theepiee of frontal regions. Within the
boundary layer, the horizontal wind must reduce from itssgrephic value at the boundary-layer

top, to zero at the surface. This creates a large componddriziontal relative vorticity, which
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when coincident with large horizontal temperature gradien frontal regions, can lead to the
generation of a positive PV anomaly. The third mechanisnuéstd the inclusion of surface heat
fluxes, and was discussed by Plant and Belcher (2007). lonegif positive absolute vorticity,
negative surface heat fluxes reduce the temperature osoegace air. This increases the static
stability of near surface air (since more isentropes mugtdned between the surface and free
troposphere), leading to the creation of a positive PV armpmdternatively, positive surface heat
fluxes can act to reduce the static stability, creating ativegRY anomaly within the boundary

layer.

If PV created within the boundary layer remains within ig tirect effect of vorticity associ-
ated with the PV can influence cyclone development. For el@mpgative PV anomalies created
by Ekman processes act in this way, directly reducing the-sdiace vorticity of the cyclone.
Similarly, positive or negative PV anomalies created byamg heat fluxes could act to deepen
or spin-down the cyclone. However, Adamseatral. (2006) discuss how the PV can also be ad-
vected out of the boundary layer, and its effects on cyclaeldpment can then be markedly
different depending on where it is advected to. This is paldirly relevant to the baroclinically-
generated positive PV anomaly (the second process). ThigegP€ration occurs in the region
of the warm-conveyor belt. Once generated, the PV is thexefentilated from the boundary
layer on the WCB and transported vertically and cyclonychil the WCB. The PV then accumu-
lates as a positive PV anomaly above the cyclone centre,lavile horizontal extent but trapped
between isentropes in the vertical. Hosketsal. (1985) discuss how “flat” PV anomalies like
this are mainly associated with increased static stapditg Adamsoret al. (2006) demonstrate
that this positive PV anomaly leads to a 25% increase in thgospheric static stability. Sec-
tion 1.2.2 discussed how the cyclone growth rate was inlyepseportional to the static stability,
and so an increase in static stability, as caused by thisiy$tV anomaly, leads to a reduced
cyclone growth rate. This indirect mechanism, the baracl®V mechanism, can therefore lead

to a reduction in cyclone intensity by reducing the growtiera

Whilst the results produced by Adamseial. (2006) and Plant and Belcher (2007) provided
an appealing new mechanism that properly accounted foratezlinic nature of the atmosphere,
there remained several unanswered questions. Their stimdiessed on LC1 and LC2 cyclones,

both of which are realisations of Type-A cyclogenesis. Iswat established whether the mecha-
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nisms would be applicable to Type-B cyclogenesis, sincgithescales involved with generation,
transport and accumulation of PV would have to be much fastarapidly developing, Type-B
system. Plant and Belcher (2007) found that the inclusiosuoface heat fluxes did not effect
the cyclone development, but they did not investigate haw iy change depending on the
sea-surface temperature (SST). Their SST had a strongioraidyradient, similar to the Gulf
stream region (and hence reasonable for a Type-A cyclonejeker, towards the mid and east
Atlantic, the meridional SST gradient is much weaker, afgld¢buld greatly influence the surface
fluxes. Finally, as discussed in Section 1.4.1, previoudiesuappeared to obtain broadly similar
results to those of Adamsaat al. (2006) by applying an Ekman pumping velocity as the lower
boundary condition to an inviscid model. If the dominaninsgown mechanism is via baroclinic

PV generation, then why do these studies also see stronglepin?

1.5 MoiIsT CYCLOGENESIS

The effects of moisture on mid-latitude cyclone developimam be understood conceptually in
terms of the effect of moisture on the cyclone’s PV distiitnut(Martin, 2006, Chapter 9). As
discussed in Section 1.3.1, the warm-conveyor belt ascamelsd of the low pressure centre and
typically contains moist air. The temperature cools as thescends, leading to the moisture
contained within it becoming supersaturated. It condesggorming clouds and eventually
precipitation. As the moisture changes phase from gas tidlidgt releases latent heat, which
heats the atmosphere at the location of condensation. T aif heating causes isentropes
to be bent downwards in the region of the WCB, leading to iasee static stability below the
region of heating, and decreased static stability abovedfg®n of heating. This results in a
positive PV anomaly being created below the heating and ativegPV anomaly being created
above. The positive PV anomaly below the heating enhaneesirttulation of the lower bound-
ary wave (Fig. 1.1(b)), whilst the negative anomaly erotiesRV ahead of the upper-level trough
(Fig. 1.1(a)). Both of these effects would appear to sugdregtmoisture should intensify cyclo-

genesis.

Emanuelet al. (1987) and Whitaker and Davis (1994) extended the Eady mtodatcount

for the presence of a moist atmosphere. They demonstraaedhth effect of moisture could be
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modelled as a reduction in the static stability, which leiadsn enhanced growth rate and shorter
wavelength of cyclones (Eqn. 1.8). Explicitly, their magla@lssumed that all ascending air was
saturated, having near zero static stability, and all detiog air was unsaturated, having the
background (dry) static stability values. Emanathl. (1987) considered the semi-geostrophic
equation set, demonstrating that with the inclusion of mooé&s a more realistic frontal collapse

was formed at the surface. Whitaker and Davis (1994) inyattd the nonlinear primitive equa-

tion set, demonstrating that across this hierarchy of neptled effect of moisture was a consistent

intensification when compared to dry simulations.

Further studies by Gutowskt al. (1992), Gutowski and Jiang (1998) and Paeaal. (1999)
used increasingly realistic parameterisations of preatipn formation and latent heat release to
explore in detail how the inclusion of a moist atmosphere ifiegtithe energetics and large-scale
properties of baroclinic waves in a moist atmosphere. Gsitoand Jiang (1998) included a re-
alistic boundary-layer scheme to enable a discussion ofhwovece fluxes coupled to cumulus
convection within the wave. They described the affect &f thimulus convection on the moisture
cycle within a cyclone wave, discussing the potential fallsliv cumulus to ventilate moisture
from the boundary layer. However, they did not focus on thendary-layer structure or air-
flows in any detail, and did not consider the warm-conveydt && an alternative mechanism
of boundary-layer ventilation. Pavaat al. (1999) investigated the sensitivity of cyclone devel-
opment to the initial condition humidity profile, showingathchanges in this profile can either
increase or decrease the cyclone growth rate. They showeiththeased moisture at low latitudes
led to increased growth rates, but that increased moistiniglalatitudes led to decreased growth
rates. Explanations for this were given in terms of modiftcet to the cyclone’s energetics, but
the transport processes between moisture source andiegahtelease were not investigated and

remain obscure.

Ahmadi-Givi et al. (2004) investigated the role of latent heat release on aogatase study,
using PV inversion techniques to ascertain the role of eatlafdmaly on the cyclone devel-
opment. They demonstrated how intense latent heatingmiitie cyclone WCB can force rapid
intensification of some cyclones, with the moisture actiaghe dominant mechanism for inten-
sification. This led Planét al. (2003) to propose a further classification of cyclones — T@pe

In their Type-C cyclone, a pre-existing upper-level PV aabms present, and early stages are
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similar to Type-B cyclogenesis. However, the interactibth@s upper-level PV anomaly with the

surface is small, and the surface wave is relatively unit@mbrto the cyclogenesis process. In-
stead, the upper-level PV anomaly interacts with a midHeliabatically generated PV anomaly,
formed by latent heat release on the WCB. The interactiomedd two anomalies can lead to

rapid intensification of the cyclone.

Itis clear from the above studies that the structure of thenmeonveyor belt is key to accurate
forecasting of cyclone evolution. This implies that the gtoie content of the WCB must be cor-
rectly represented within forecast models. However, ndribebabove studies have investigated
the origin of WCB moisture. Field and Wood (2007) demonstititough a composite of real
cyclone events that WCB precipitation can be linked to bamypdayer moisture convergence.
However, a detailed study of boundary-layer structure antture flows is needed to reveal the

full moisture cycle of baroclinic waves.

1.6 THESIS OUTLINE

As stated in Section 1.1, the overall goal of this thesis igrtderstand in a systematic way the
affect of boundary-layer physics on mid-latitude cycloweletion. This aim will be broken down
into three key questions, one of which will be addressed ah eaapter of work. These questions

are:

1. What is the mechanism by which the boundary layer spinsadomid-latitude cyclone?

2. How does the cyclone boundary layer link surface moistiupees to ventilation into the

free troposphere?

3. What factors control the moisture transport within nadtlude cyclones?

The strategy taken to approach these questions will be oiealised modelling. This is partic-
ularly well suited to the questions given, since an idedlis®del will allow control to be exerted
over the simulations. The model setup can be quickly andyeasanged, allowing modification

of key parameters to ascertain their importance to the peobeing studied. For example, the
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surface characteristics could be varied to deduce thealdhty exert on the spin-down, or the

atmospheric moisture content could be varied to examinefteet it has on moisture transport.

Idealised modelling has been used in many of the studiesiglied in Sections 1.2, 1.4 and
1.5, greatly improving our knowledge about mid-latitudelopes. Idealised simulations allow
“real-world” problems to be simplified: for example, allowg a single cyclone-anticyclone sys-
tem to be investigated, rather than the complex interaatfoseveral systems and other atmo-
spheric processes, as often occurs in reality. Idealisedetiiog is not the only method that
could have been used, and real cyclone events could haveriyestigated via case-studies (e.g.
Ahmadi-Givi et al, 2004) or compositing techniques (e.g. Field and Wood, ROddwever, re-
sults of case studies can be difficult to interpret as themébessignificant case-to-case variability.
Results can become contaminated due to the influence ofbmighg systems and it is difficult
to establish whether the conclusions are generic and ajpdic¢o all systems, or are confined to
the particular case. Compositing techniques use manyeiiffease-studies, averaging the results
to obtain a composite, representative cyclone. The assomigstthat the averaging process re-
moves the case-to-case variability and any influence thghheuring systems may have had on
an individual case. However, the averaging process alsodfmes” out cyclone features, such
as fronts and rainbands, since the composite will containynegclones of different shapes and

sizes, at different stages of their life-cycle.

Chapter 2 documents the creation of a new numerical modédeafised cyclone development
that will be used to generate the cases studied in this th€kisidealised model will simulate a
single cyclone-anticyclone system evolving in a typicadl+iatitude background. This allows the
isolation of cyclone processes and their interaction withaspheric physics. The model used
to simulate the cyclone will contain a full range of statettuod-art physical parameterisations
that will represent, to the best level currently possibtenaspheric moisture and boundary-layer
processes. The simulation will be compared to conceptuaetspas discussed in Section 1.3,
demonstrating that the structure and evolution of cyclonaté and airflows is representative of

what is observed in reality.

Chapter 3 will address the first question posed above, expgmih the questions raised in
Section 1.4. It remains to be established whether the bai&V mechanism would work for a

Type-B cyclogenesis event, and so this will be addressédlipj comparing idealised simulations
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of Type-A and Type-B cyclogenesis. The role of surface s#adieat-fluxes in the spin-down

process remains unclear, and so this will be addressed by difering sea-surface temperature
distributions to generate different heat-flux patternsialy, the question of whether the Ekman
and baroclinic PV mechanisms really are distinct or whethere are any linkages between them

will be addressed.

Chapter 4 will investigate the boundary-layer structurd awolution in moist life cycles,
answering the second main question of this thesis. Thisexpland on the questions raised in
Section 1.5, determining how the cyclone and boundary leyeract to redistribute and ventilate
moisture from the boundary layer. This will provide quandfion of the water cycle of a mid-
latitude cyclone, demonstrating how the boundary layeviges the coupling between the surface
and free troposphere. The source for WCB moisture and praigm will be established, and the
importance of the WCB will be compared to ventilation fromakbw cumulus. A conceptual
model of moisture transport within the cyclone boundaryeftawill be created, and it will be
demonstrated that boundary layer and shallow convectivegsses are important components in

the poleward transport of water vapour.

Chapter 5 will answer the third main question posed abowvesidering how robust the results
presented in Chapter 4 are to changes in large-scale and&guiayer parameters. Atmospheric
temperature and humidity profiles, cyclone structure atehsity, and surface sensible and latent
heat fluxes will all be considered, and their effects on nuogstransport established. Scaling ar-
guments will be presented, demonstrating how moisturespran is influenced by these changes.
This quantification will provide guidance on how mid-latieicyclones might react to a changing

climate, helping to reduce some of the uncertainty in clen@abjections described in Section 1.1.

Finally, some general conclusions and recommendationsifihrer research will be given in

Chapter 6.
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CHAPTER 2:
| DEALISED CYCLONE -WAVE LIFE

CYCLES

2.1 INTRODUCTION

Idealised simulations of mid-latitude cyclone waves w#l bsed throughout this thesis to in-
vestigate the interaction of near-surface physical pseEesvith the large-scale dynamics. This
chapter details the construction of a new tool to simulagalided life cycles, utilising the Met
Office Unified Model (MetUM, version @, Cullen, 1993). The MetUM is currently used by the
UK Meteorological Office for operational weather and climmatediction. It is one of the most
advanced meteorological models currently available, roterms of the numerics it uses and the
physical parameterisation schemes it employs. It is alsmamonly used model with good sup-
port facilities, which will allow others easy access to tbeltcreated. The use of the MetUM is
important, since the parameterisation schemes can prawdenplete description of the physical
processes occurring within the atmosphere and ocean. Natyaical parameterisation schemes
will be used in this thesis, but the choice of the MetUM medre further studies using this
model can increase the level of complexity to suit their see®h overview of the MetUM will
be given in Section 2.2, with a more detailed descriptionafriiary-layer processes and their
representation within the MetUM given in Section 2.3. Dryp@&yA life cycles discussed and
compared to previous studies in Section 2.4, with moist #gdde cycles being discussed in

Section 2.5. Finally, Type-B life cycles will be discussadSection 2.6.
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2.2 OVERVIEW OF THE METUM

2.2.1 LARGE-SCALE DYNAMICS

The MetUM numerically solves the full, deep-atmospherengessible Navier-Stokes equations

(Staniforthet al., 2005):

Du Up
E——ZQXU—F—I—Q—I—SU, (2.1a)
g_f +0.(pu) =0, (2.1b)

whereu is the full velocity vector(u,v,w), Q is the rotation rate of the Earth ampds the atmo-

spheric pressure. These are solved together with the fivadflthermodynamics

D6

o = S, (2.2)
and equation of state

p=pRT, (2.3)

to obtain the evolution of the dependent variahle8, p,p. Here,S represents any source or

sink of heatR is the ideal gas constant afiids the temperature. In practicp,s replaced by the

R/cp
_(P
n= <p0> (2.4)

within the model, whergyyg = 1000 hPa is the reference pressure apds the specific heat

Exner function

capacity of air at constant pressure. Further details cdaural in Staniforthet al. (2005).

The equations are discritised onto an Arakawa “C-grid” {sa and Lamb, 1977) in the
horizontal with Charney-Phillips (Charney and Phillip85B8) vertical spacing. The “C-grid” is
used as it does not allow decoupling of solutions and allastebgeostrophic adjustment, whilst
the Charney-Phillips grid gives better thermal wind baéaand has no computational mode. The
horizontal grid keeps the variablesl1,8 andw on a centre point, whilst offsettingandv. The
vertical staggering also separates points, keepindl andp on rho- (or full-) levels, withd and

w on theta- (or half-) levels.

The time integration of Equations 2.1a-2.3 is achievedguaisemi-implicit, semi-lagrangian
timestep for stability and accuracy of solutions (Dawésal., 2005). The semi-lagrangian advec-

tion integrates solutions along trajectories, allowing thaterial derivative on the left-hand side
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of Equations 2.1a and 2.2 to be evaluated. The semi-implatiire uses a predictor-corrector se-
quence to “guess” the quantity at the next timestep, anditbeate to find a better approximation.

No additional numerical diffusion is required for the staiof solutions.

For the simulations performed in this thesis, the model igigared at a resolution similar to
the current global operational forecast setup, with a leaiti resolution of A° (approximately
44.5 km), 38 vertical levels between the surface and model tdpcfwsits at~ 40 km) and a
10 minute timestep. The vertical levels have a quadraticispagiving more levels near the
surface, with 10 levels below 2 km allowing adequate repradion of the boundary-layer, dis-
cussed in Section 2.3. As formulated, the model would beldapd simulating the evolution of
a dry ideal gas in the absence of any physical processes. udgvtiee atmosphere contains water
in all three phases, and its inclusion is discussed belowsiB4l processes such as heatifg) (
and frictional forces$") also need to be represented, and shall be discussed inige2i2.2 and

2.3.

Moisture is represented in terms of mixing ratios, but theseeasily converted to specific hu-
midities for each phase of water — vapogy)( liquid (q;) and frozen ¢;). The basic requirement

of the model is a conservation equation of the form

Dg
D= S (2.5)

S? now represents another physical process requiring caasiole, namely the creation and de-

struction of moisture, and its conversion between phases.

2.2.2 PRHYSICAL PARAMETERISATIONS

Processes such as cloud formation, surface interactisoagh boundary-layer turbulence and
particle interaction with radiation all occur on a much derascale than the.@° resolution of
the model. These processes can therefore not be resolvén lboyddel’s dynamics and so their

effects need to be parameterised.

Large-scale cloud is treated by the parameterisation setedi@mith (1990), which assumes
that within each model grid box there is some variabilityusrdq, the grid box mean value af

This variability is represented by a simple triangular timt with a peak ag. Clouds form when
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the specific humidity at a location is greater than the stitmrapecific humidity §sa). Therefore
the cloud amount and cloud water content are determined fneniraction of the distribution
whereq > gsa:  The width of this triangular distribution is determinearn a critical relative
humidity parameter, which decreases from 91% near the cuitta 80% above the boundary
layer. Therefore, when the relative humidity in a grid boxeads this critical value, some cloud

will start to form.

Microphysical processes are treated by the scheme of WaisdiBallard (1999), determining
the transfer of water between its different phases. Thenselsarts at the highest model level
and calculates any transfer between water phases, basekysicg) process equations. This
then gives information on the incremen, for each water phase, and any latent heat released
($%). Any precipitating water or ice is released from this let@the next level down and the
calculations are then repeated for that level. This comsrnuntil the surface is reached, at which
point any precipitating water or ice is removed from the atpi®re, representing the surface

precipitation rate.

Clouds and precipitation can also form due to the atmospheireg conditionally unstable
to moist convection. Based on an adiabatic parcel ascentdhwvection parameterisation works
upwards in a single atmospheric column, testing each lavidl ane is found with an excess in
buoyancy. If, after taking entrainment and detrainmentrafirenmental air into account, the
parcel remains buoyant at the level above, the convectiooegs is said to have started and the
parcel continues to rise, exchanging air with the surroumditmosphere until it reaches its level

of neutral buoyancy.

Convection is based on the scheme of Gregory and Rowntr&d)19sing a mass-flux ap-
proach to represent an ensemble of convective clouds ak amiwining/detraining plume. Con-
vection is diagnosed as “shallow” if the buoyancy of the pareaches a maximum belowsXm,
or the level of neutral buoyancy is below the freezing levigie shallow convection is then pa-
rameterised using the scheme of Grant (2001), which rethtesloud-base mass-flux to the
sub-cloud turbulent kinetic energy (TKE) budget. The cumutonvection is assumed to be as-
sociated with TKE transport into the cloud layer. Entraimingnd detrainment rates for shallow
convection are parameterised as in Grant and Brown (1998thwelates the entrainment rate

to the generation of TKE within the cloud ensemble. If thedibons of shallow convection are
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not met, then deep convection is diagnosed. Deep convdstfmrameterised using a convective
available potential energy (CAPE) closure scheme, asdatred by Fritsch and Chappell (1980).
The scheme prescribes a time period over which the convestiould remove all of the buoyant

energy available to a parcel, and thus regulates the améugohweection occurring.

Radiation is parameterised using the Edwards and Slingg6jl&diation code. This pa-
rameterises radiative transfer by calculating upward awdngvard vertical fluxes within a grid
box. It uses a two stream approach with equations in the vaage and short-wave, and includes
the interaction of radiation with ice crystals and liquidtera as well as gaseous and continuum

absorption.

2.3 THE ATMOSPHERIC BOUNDARY LAYER

The malin focus of this project is the interaction of the atphesic boundary layer with mid-
latitude cyclones, and so a detailed overview of near-sartarbulence and its representation

within the MetUM shall now be given.

2.3.1 ReEYNOLDS DECOMPOSITION

The boundary layer requires parameterisation becausec#iessof turbulence near the surface

are much smaller than the grid resolution, and so proceséesmmall cannot be represented.

To represent them would require a grid resolutior~of mm, since this is the scale of viscous

dissipation. This is unfeasible given current computatioesources, and so Reynolds averaging
is used to write the prognostic variable® andq as a sum of their “mean” state and fluctuations
from this, i.e.

X=X+Xx ., X=0, (2.6)

for an arbitrary variablg. The mean could be any suitable temporal or spatial averag@ver

a long enough length- or time-scale that the fluctuatigfis dverage to zero. In practice, the
mean represents the model grid-box averaged state, witiritox assumed large enough that
the fluctuations do average to zero. The model equationga,(2.1b, 2.2, 2.3 and 2.5) are then

averaged in a similar manner. In terms that only contain drtbese variables, the fluctuations
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average to zero and the equation retains the same form, dtfiyawguantity replaced by its grid-
box mean. However, Equations 2.1a, 2.2 and 2.5 contain trexctde term.(xu), in which the

product of two fluctuations does not average to zero, i.e.

O.(xu) = O.(xu) + O.(x'u). (2.7

The covariance termf,].(W), therefore appears as a turbulent flux, which is includetliwithe
source termsS). In practice, the vertical gradients of the covariancengeare much greater than
the horizontal gradients, and therefore only the termslung vertical gradients are retained
within the model, giving

BUW 1, oW 10

=7 Tpoz S=-" T poz =0 (2.82)
oow 1 oH

- _ = - 2.8b

0z pcp 0z’ (2.8b)
ogw  10E

- _ = 2.8

0z p oz’ (2.8¢)

wherert is the turbulent stres$] is the turbulent heat flux anél is the turbulent moisture flux.
Calculation of the covariance terms requires knowledgerotgsses happening on a smaller
scale than the grid-box, and the role of the boundary-lagieemme is to parameterise these fluxes
in terms of quantities which are resolveg).( The boundary-layer scheme therefore calculates
turbulent fluxes of momentunt), heat H) and moisturek) in terms of known quantities, based

on semi-empirical relations derived from experimentation

2.3.2 SJRFACE FLUXES

Within the lowest few metres of the atmosphere, i.e. betwtbenlowest model level and the
surface, the windspeed must reduce to zero and the tempeitd humidity must approach
their surface values. Therefore, there are typically lagshanges of momentum and heat fluxes
within this layer, which must be represented. For simpligtmulations will only be considered
here over a sea-surface. There is therefore no orograplsgrmrsince the sea-surface can be
considered flat. However, as the wind blows over a sea-®jrimaves develop and can appear
as roughness elements to the boundary layer above. The efffldese waves on the atmosphere

can be parameterised using the Charnock relation (Chard88k), which relates the roughness
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length to the friction velocity. Within the model, a genésal version (Smith, 1988) is used to

include the behaviour of the roughness length in low-winaditions:

1.54x 1076 u?
= —————+0c—, (2.9)
U, g

Zom

with the Charnock parameter. = 0.011 and the friction velocity, = [ts/p|*2, whereTts is
defined in Equation 2.10a. For each timestep within the mares not yet known whemgy, is

calculated, and therefore it is taken from the previous $teye to avoid the need for iteration.

The lowest model level, being at 10 m for rho-levels and 20 ntHeta-levels, is assumed
to lie within the surface layer allowing bulk aerodynamicrfmula to be used for calculating the

surface fluxes of momentum, heat and moisture;:

Ts = PCp|v1|v1, (2.102)
Hs = pCpCh|V1|(6s— 81), (2.10b)
AEs = pACH|v1|(0sal6s) — q1), (2.10c)

whereCp is the drag coefficienCy is the Stanton numbex, is the latent heat of condensation of
water,v is the 2D velocity vectofu, V), the subscript “s” denotes the surface value of a quantity
and the subscript “1” denotes the value of a quantity at tiserfiodel level. Here, the sea-surface
temperaturef]s) is held constant throughout the simulations and the teartggefficientsCp and

Ch) are adjusted for the surface-layer stability accordindvitanin-Obukhov similarity theory

(Monin and Obukhov, 1954).

Under neutral conditions, Prandtl's mixing length hypaikeshould hold true. Parcels of
air mix with the environment over a lengthscéle which near the surface is related only to the
distance from the surface, ilg, = kzwherek = 0.4 is the von Karman constant. This suggests

that the near-surface wind shear should be inversely telatihe distance from the surface, giving

ou U
Pl (2.11)

The integral of this gives the familiar log-wind profile, vehiby comparison to Equation 2.10a

gives the neutral value @p as

2
K
Co =

- e (2.12)

Page 26




Chapter 2: Idealised cyclone-wave life cycles

Monin and Obukhov (1954) proposed that under non-neutraditions, the surface heat-fluk{)
and a buoyancy variablg/(61) would be important as well as the distance from the surface a
the friction velocity. The only non-dimensional combimatiof these four variables &L, where

L is the Obukhov length, defined as
3
u*
T (2.13)

01 pcp

They further suggested that the non-dimensional wind séteauld therefore be given by a uni-

L=—

versal function of/L, i.e. Equation 2.11 should be modified thus

Kzou
whereq, is the Monin-Obukhov stability function for momentum. Byngparison with Equa-

tion 2.12, the stability-corrected value ©f is given by

2
Co— m, (2.15)
where
Orn(2, Zom, L) = Z(:/LL (')‘“Z(/Zi") d(z/L). (2.16)
A similar argument can be followed to obtain the valu€gfas
K 2.17)

Cy= ,
H q)m(za ZOTT'Ia L)(Dh(za ZOha L)
where ®y(z Zgn, L) is the integrated stability function for scalars amd = 4 x 10°° m is the

roughness length for scalars.

@, and @y, are determined empirically from comparison to observati@nd so their func-
tional form differs for stable and unstable boundary layéitse form used in the model is taken

from Beljaars and Holtslag (1991), which for stable lay@rs- 0) is given by

O = In(z/2an) + 52+ 5 (£ - 535 ) ¥R-0352/L)
2 [ Zom 5
- (T - 0_35> exp(—0.352m/L), (2.18a)

2z\*? 2/z 5
th = |n(Z/Zoh) + <l+ §E> + § <E — ﬁ) eXF(—O?)SZ/L)

2zn\*? 2 (zn 5
_<1+§T> 5 (2 s ) exp(-03520/L), (2.18b)
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whilst for unstable layeréL < 0) they are given by

2
®n=1In(z/zom) — 2In (11 2) —In (ii XX%) + 2(arctanX; — arctanXp), (2.19a)
®n = In(z/20n) — 21 <ii$§> , (2.19b)
where
Xi = (1—16z/L)Y* | Xo=(1— 162m/L)Y4, (2.20a)
Y, =(1—162/L)Y2 | Yo = (1—16z0n/L)Y2. (2.20b)

It is worth noting that asls — 0 and a neutral boundary layer is approachked— o and®qp

approach their neutral values.

The MetUM contains the following improvements on the stadddonin-Obukhov theory
presented above, detailed in Lock (2007). The friction @#jois replaced wherever it appears

with a scaling velocityy,., defined as

V=2 W m=<m%> | (2.21)

This allows for the effect of turbulent scale gusts on théasar fluxes. Herg is a dimensionless
empirical parameteg; is the depth of the boundary-layer scheme operationFgnsl the surface

buoyancy flux, defined as
_gHs, 06lg
- 61cp 1+0.61q

which includes the effects of the surface latent heat-fluxooayancy. This then leads to the

Fs Es, (2.22)

re-definition of the Obukhov length as

L= —i. (2.23)
KFs/p
This procedure was started in an effort to calculate theasarfluxes 1s, Hs, AEs), but the
solution requires knowledge df, which is itself a function ofts,Hs and AEs. Therefore the
MetUM uses an iterative procedure to obtain the final valdesudace fluxes, starting with a
“guess” forL, calculating the surface fluxes and obtaining a better vafue It is found that

repeating the procedure five times is sufficient to obtairvemgence and the final values of the

Obukhov length and surface fluxes.
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2.3.3 HUXES IN THE BOUNDARY LAYER INTERIOR

Above the lowest model level, the boundary layer is dividetd isix categories depending on

the stability and capping cloud, as shown in Figure 2.1 (Letc&l, 2000). The first step is the

IV. Decoupled stratocumulus not over cumulus
(no cumulus, decoupled Sc, unstable surface layer)

8.

We (top-driven)

if fully decoupled
W, (full)

if weakly coupled

1. Stable boundary layer, possibly with non-turbulent cloud
(no cumulus, no decoupled Sc, stable surface layer)

8.

® W, (surf)
Cj ********************** if fully decoupled
K(Ri) no W, if weakly coupled
K
-
(O]
V. Decoupled stratocumulus over cumulus
cumulus, decoupled Sc, unstable surface layer
11. Stratocumulus over a stable surface layer ( P yer)
(no cumulus, decoupled Sc, stable surface layer) 6. z
Bu

I11. Single mixed layer, possibly cloud-topped VI. Cumulus-capped layer
(no cumulus, no decoupled Sc, unstable surface layer) (cumulus, no decoupled Sc, unstable surface layer)

8.

W (full)

Kse

Ksurf

>

Figure 2.1 Schematic representing boundary-layer types | to VI, framalet al. (2000). Arrow
tops denote the extent of the surface parcel asa@gg), (whilst their solid line portion indicates
the diagnosed boundary-layer tap)( Downward arrows indicate the extent of cloud-top driven
turbulence %.). we shows where the explicit entrainment parameterisatiopptied andK (Ri),
Ksu and K¢ show where each eddy diffusivity parameterisation is us@de text for further

details.

separation of stable and unstable layers, based on theslndayancy fluxKg). Where unstable
layers are foundHg > 0), a moist parcel ascent is used to calculate the level dfaleauoyancy
for surface based thermalgy,). If the layer is well-mixed (i.e. clear or stratocumulusgppad),
the boundary-layer top is defined as= z,,. However, if cumulus convection is present, the

boundary-layer scheme is capped at the cumulus cloud hgsldting condensation level). In
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stable layersKg < 0), z, is defined where the Richardson number (Eqn 2.27) exceeds one

In stable layers (types | and Il) a first-order closure is ypadameterising the turbulent fluxes

in terms of local gradients and eddy diffusivities:

ox
0z’

XYW = —Ky (2.24)

where the eddy diffusivities for momenturi{,{) and scalarsKy) are given in terms of mixing

lengths:

ov ov

0z 0z
whereLm, are the neutral mixing lengths, given over a sea-surface by

Kn= &5 fm(R) . Kn=LmLn|5| fa(Ri), (2.25)

KZ
~ 1+kz/max40,0.15z,)’

L (2.26)

and fmn(Ri) are the stability functions, dependent on the local Rickamdnumber. In stable

conditions Ri > 0), the ‘long-tailed’ functions are used:

1 . B0z
foop = — Ri= &2 2.27
mh=TIIRE (2.27)

0z

wheref, = 6(1+ 0.61q) is the virtual potential temperature.

Where unstable layers (types Il — VI) are found, this prazeddoes not always produce
enough mixing, although it is retained as the “minimum pgalesmixing” in unstable conditions.
In reality, surface based thermals which are positivelyylamb rise throughout the depth of the
boundary layer, and so the turbulent fluxes are dependerd amothe surface characteristics and
depth of these large eddies, than the local Richardson nuniberefore, the eddy diffusivities

are calculated thus:
2
K = k(U 4+ wi) "3z (1— E %) ;K= KS/Pr, (2.28)

where the superscript “surf” indicates that these eddyusifities are parameterising surface
based turbulent mixingz is a factor to ensure that the diffusivities tend to the enin@nt eddy
diffusivities (Eqn. 2.34) agtends taz,, andPr is the Prandtl number, defined in Lock (200%),

is a vertical velocity scaling, defined as

25Zw3 surface layer
wo{ “on yer (2.29)
0.2502  mixed layer
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where the surface layer is definedzs 0.1z,. The diffusivities Ky) in Equation 2.24 are given
by maxKs!" Ky (Ri)], whereKy (Ri) is defined as in Equation 2.25, but with the stability funesio

for Ri < 0 given by
10Ri

1+ Dmp(Lm/Ln)|RI[Y2’

fn = 1 (2.30)

wherep,, = 2.5 andp, = 0.4.

For the turbulent heat-flux only, there is an additional tadded to Equation 2.24, referred to
as the counter-gradient term and described in Holtslag avill& (1993). This is added because
often in convective boundary Iayel%g ~ 0, which would result in the turbulent heat-flux, defined
in Equation 2.24, being unrealistically small. Therefdhe, following form for the turbulent heat-

flux, derived in Holtslag and Moeng (1991), is used

wo = —Kr% + KSury, (2.31a)
- 19300 .,

Further sub-classifications of the boundary-layer depenthe type of capping cloud that
is diagnosed. If cumulus convection is diagnosed (types & \dh), then the boundary-layer
scheme is capped at the cumulus cloud base and the cumulusction is treated entirely by
the convection scheme outlined in Section 2.2.2. Stratotusncapped boundary layers have
turbulence driven from the cloud top downwards in a similanmer to surface driven turbulence
in unstable boundary layers. Therefore this turbulencearampeterised in much the same way,
with the eddy diffusivities defined as

K — 0.63Ve 2 <1— £ i) v . K=K/, (2.32)

Znm| Zm|

where the superscript “sc” indicates that these eddy dNftiess are parameterising turbulent mix-
ing driven from the stratocumulus cloud top.is the height above cloud basg, is the cloud
depth andvsc is a scaling velocity. In unstable boundary layé(§$ is added td(;?“rf in cloudy
regions whereK;“” is nonzero (type lll). Alternatively, iF()furf does not extend to the cloud top,
then the scheme can model decoupled cloud, creating miringgions of nonzer®&:° even if
there is no surface influence here (type IV and V). Finallyplgipg K3© over a stable surface
layer allows the option of simulating decoupled stratocluswver a stable surface layer (type

I1), continuing mixing even wherg, (Ri) = 0.
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Finally, the scheme contains an explicit entrainment patarisation in terms of an entrain-
ment velocity (ve), described in Lock (2001). The boundary-layer tap has been defined as
the level of neutral buoyancy for an ascending air parcekeaver as the parcel carries momen-
tum towardsz,, it will not stop exactly atz, and will tend to overshoot into the free troposphere.
As this overshooting air sinks back into the mixed layer, ilt varry some warmer air from the
troposphere with it, which appears as a heat-flux at the kanyrdyer top. The descending air
can also carry moisture and momentum from the troposphéwehie boundary layer. For scalar
variables, the entrainment fluxes are specified expliditigz assumed that the entrainment fluxes
reduce from their maximum at= z, to zero atz= h, a small distance above. The fluxes are then

proportional to the change in a quantity betwegandh:
Hlz = —WeAB+ Fret W/—q/|aq = —WeAQ, (2.33)

where Ry is the net radiation at,. Entrainment fluxes for momentum are specified through
eddy-diffusivities:

whereAzis the distance between the two model theta-levels eitderdciz,.

2.3.4 DEFINITION OF THE BOUNDARY-LAYER TOP

As discussed in Section 2.3.3, the MetUM calculates the thayalayer top differently depending
on which of the six types of boundary layer is diagnosed. Taislead to sharp discontinuities in
the value ofz, between neighbouring grid-boxes which are diagnosed ag loéferent boundary-
layer types. Therefore, for the remainder of this thesis, hbundary-layer deptth) shall be
defined following the method of Troen and Mahrt (1986). Tlsiessentially the basis of the
MetUM diagnosis ofz,,, using a parcel ascent to calculate the level of neutral &y for
surface-based thermals. Sincleiral. (2010b) have discussed the calculatiorefa this method
in dry cyclone simulations, and their method is extendeeé keemclude moist variables. Initially,

the bulk Richardson number is calculated at each model:level
2 (6, —8y0)z
. o) v VO
Rip = 2 ———— 2.35

b 2 —|—V2 ) ( )
whereb,g is an estimate of the near-surface air temperature, givanstable boundary layers by
wo,,
Vi/@m’

6,=06y+85 (236)
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and in stable boundary layers Byy = 6,1. @, is the dimensionless vertical wind shear in the
surface layer, given by

O = (1 - 155) o (2.37)

The boundary-layer top is then defined as the height at wRigk- 0.25, which is determined by

a linear interpolation between model levels.

In most boundary-layer typds=x z,, with the largest differences occurring in cumulus capped
boundary layers. This method findssomewhere within the cloud layer, more accurately repre-
senting the depth of surface-based mixing thaand resulting in a smooth transition at the edge
of cumulus regions. Within the MetUM, the mixing is contiusoabovez,, but is done by the
convection scheme. This method provides a boundary-lagewhich is spatially smooth, en-
suring that the spatial derivatives required for the budgdtulations presented in Section 4.4
can be evaluated. The definition will also provide consisgenith results presented by Sinclair
et al. (2010b), allowing quantitative comparisons to be made tigir mass budget results in dry

cyclone simulations.

2.4 DRrRY TYPE-A LIFE CYCLES

Many previous studies have focussed on dry, Type-A life &y,cthe most popular of which is
denoted LC1 by Thorncroft al. (1993). This idealised life-cycle captures the main fesguof
extratropical cyclogenesis, and the effect of the boundiaygr has been discussed previously
by Adamsonet al. (2006) and Sinclaiet al. (2010b). Therefore this section will discuss the
creation of a Type-A life-cycle, similar to LC1, in the MetUNMhe resulting simulations will be
compared and contrasted to previous studies, in order t@ustinate the representativeness of

these simulations to previous literature and real weatysems.

2.4.1 INITIALISATION

To simulate idealised cyclones in the MetUM requires a bsisite to represent the climatology

of the Northern Hemisphere wintertime storm track. To aghifis, a zonally-independent wind-
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profile is defined in the same manner as Polvani and Esler Y2007

u(p,z) = Uwin%nsin%cp))%exp(—%), (2.38)

wheregis the latitudelJg = 45 ms ™! is the maximum jet speed azgl = 13 km is the temperature
scale height. This gives a basic state westerly jet, withdefeed increasing from zero at the
surface to a maximum at the tropopause. The functional fdrEgaation 2.38 gives a decrease
in the jet speed within the stratosphere and the latitudiepbendence confines the peak jet speed
to 45N, decreasing towards the equator and pole. The prefiésd designed to closely match

the jet structure used by Thorncrettal. (1993) to simulate LC1 cyclones in the Reading IGCM.

A temperature profile is then calculated in thermal-windahak with the jet, and a pressure
profile in hydrostatic balance with this. The model is rungeveral timesteps (six was found to
be sufficient) to allow the initial profiles to adjust to a nbydrostatic balance consistent with the
equation set of the MetUM. The sea-surface temperature )(8Siked equal to the initial tem-
perature of the lowest model theta-level (at 20 m), so thexetlare no surface fluxes in the basic
state. The SST is kept constant throughout the simulatmmsistent with the operational MetUM
which uses fixed SSTs for forecasts up to two weeks. Theliaitiaal winds and temperature are

shown in Figure 2.2, along with the initial state used by Hoooft et al. (1993) for comparison.

The zonal flow described is well balanced and tests confirbttieanodel can be run for many
days with the jet maintaining its structure. In order todeg cyclogenesis, some perturbation
is required, and again the method of Polvani and Esler (280f6llowed here, perturbing the

temperature field at all heights by a small amount, given by
T/(A, @) = T cogmA)seck (m(o— ), (2.39)

whereA is the Iongitude,‘f =1 K is the maximum perturbatiom is the zonal wavenumber and
fp: 45N is the latitude of the jet centre. In order to generatdoryas comparable to Thorncroft
et al. (1993), wavenumber-6 cyclogenesis is simulated by setting 6. The MetUM is then
configured on a limited-area domain with°6@f longitude and east-west cyclic boundary condi-
tions. This forces the domain to contain a single cyclon@sgrione system, with any upstream
or downstream development occurring on top of the origigalesn. The north and south bound-
ary conditions are given by the initial conditions, givinglzannel-flow, and are located a large

distance from the jet so as to not affect the results.
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Figure 2.2 Initial zonal winds (black contours in (a), colour shading), interval 5 ms?) and
potential temperature (black contours, interval 5 K) frapThorncroftet al. (1993, Fig. 3a) and
(b) this study.

2.4.2 DvNAMICS ONLY LIFE CYCLES

In order to compare this new simulation to the life cycles bbfincroftet al. (1993), it is neces-
sary to conduct a series of experiments with only the mode&ahics operating, since this is how
the IGCM was configured for their original experiments. lagh simulations, there is no bound-
ary layer and the surface has a “free-slip” boundary comwlitiHowever, technical difficulties
with the spherical domain setup in the MetUM prevented tmaing of simulations identical to
those of Thorncrofet al. (1993) until the project was nearing completion. Instegd|agenesis
was simulated in a domain with Cartesian geometry and-ptane (f = ZQsin(])), making the

resulting simulations appear very similar to the no-sheaediscussed by Werrmt al. (1998).

The differences between cyclone life cycles in Cartesiahspherical geometry have been
investigated by Balasubramanian and Garner (1997), wh@awed the same LC1 cyclone sim-
ulation in two models — one with Cartesian geometry and ottle syiherical geometry. They dis-
covered that in Cartesian geometry, there was less polewav@ment of low-pressure systems
than there was in the spherical equivalent. The polewardomat spherical geometry caused

the flow to return towards its zonal-mean state quicker, ingathe peak eddy kinetic energy
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(EKE, Eqgn. 2.40) was achieved two days earlier for the sphkdase than the Cartesian case.
Furthermore, the Cartesian geometry creates a tendenttyefaraves to break more cyclonically
than the typical anticyclonic wavebreaking associatet e LC1 life-cycle. This means that in
Cartesian geometry, the cyclones appear more wrappedeupittsomewhere between LC1 and

LC2 in the spectrum of possible cases.

These differences were also found here in the MetUM sinanati Figure 2.3 shows the
evolution of minimum mean sea-level pressure (MSLP) and EKE&r the life cycles on the

Cartesian and spherical domains. The EKE is defined as

i/po/(u— <u>)24(v— <v>)2dsd (2.40)
29AJo Js h '

where<> denote the zonal mean of a quantity &g a pressure surface of ar@alt is notice-
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Figure 2.3 Time series of (a) minimum sea-level pressure and (b) edagtiki energy, for the

dynamics-only life-cycle on the Cartesian and sphericahains.

able that the peak EKE is at day.b@or the Cartesian life-cycle, compared with dag 6or the
spherical case, a lag of 4 days. The additional two day lag thxeresults of Balasubramanian
and Garner (1997) occurs because of the perturbation methdnodel differences, and could
be removed by adjusting the scaling faciom Equation 2.39. The amplitude &fwas “tuned”
by Polvani and Esler (2007) to match their results to the spdlesolutions of Thorncrofet al.

(1993), and the same factor has been applied in these Gartgsiulations. Tests have shown
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that doublingT causes cyclogenesis to trigger earlier and the peak EKEeisftiund at day 8,

although the evolution of the wave is identical in all regpespart from timing. There was no
reason to tune this parameter so that the Cartesian lifie-egatched the timing of the Bala-
subramanian and Garner (1997) study, instead the samehaitun for spherical and Cartesian

simulations was used.

In general, the system in the spherical domain is strongh, lawer minimum MSLP and
higher EKE. The timing of MSLP and EKE evolution is very siamiin the Cartesian case, with
both measures of cyclone intensity reaching their peakyafl@® before decaying. In the spher-
ical case, the flow zonalises around day 8, causing a largeidrine EKE, which then remains
almost constant for the rest of the simulation. Howeverpti@mum MSLP is not reached until
day 11. Figure 2.4 shows how this is related to the differeatngetrical setups. The low-pressure
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Figure 2.4 Mean sea-level pressure (black contours, interval 4 hRhP&m temperature (colour

contours) for (a) the Cartesian domain at day 8, and (b) thergml domain at day 6.

centres move further polewards in the spherical domain E&#(b)), leaving the high-pressure
system in the south of the domain. Once this has happenedepature of the winds from their
zonal-mean state becomes smaller, giving lower values & &ken though the MSLP continues
to fall. By comparison, in the Cartesian case (Fig. 2.4¢hp,low and high pressure systems re-

main aligned along the centre of the domain, meaning thertiepaof the winds from their zonal
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mean is high, maintaining high values of EKE up to day 11, wihercyclone starts to decay.

It is noticeable from Figure 2.4 that the Cartesian systepeags more “wrapped-up” than
the spherical system, again consistent with Balasubranaanmd Garner (1997). Both simula-
tions display many features of a typical mid-latitude weatbystem however. LC1 is thought
of as cold-front dominated, and this is clear from Figurg®.4with a very strong trailing cold
front apparent between (20E, 55N) andl6E, 35N). A strong cold front is also apparent in the
Cartesian simulation (Fig. 2.4(a)), extending from (5ENb (—15E, 30N). There is also a hint
of a warm-front present in the Cartesian case, with the tre@ppearing similar to the concep-
tual model of Shapiro and Keyser (1990). This similarity \&& noted by Wernlet al. (1998),
providing evidence that the Cartesian simulation is a sgéaland well understood system. The
remainder of this thesis will focus on the Cartesian sinohaas the control run, denoted AD
This notation will be used to define the simulations, conmigninformation of the cyclone type
(A or B), presence of moisture (D or M) and boundary-layeressé options. Full details are

given in Table 2.1 on Page 53.

2.4.3 DRY LIFE-CYCLE WITH BOUNDARY LAYER

The effect of a parameterised boundary layer (similar to discussed in Section 2.3) on LC1
life cycles has been discussed by Adamsoral. (2006) and Plant and Belcher (2007). Their
results suggested that there should be a delay in the peakdEKEL day and a reduction in
the peak by~ 35%. Figure 2.5 shows the EKE and minimum MSLP for the Catebfe-cycle
with the boundary-layer scheme operating, denote@,Aln these dry life cycles, the boundary-
layer scheme only allows surface momentum and heat exchardy@ear surface mixing. The
addition of surface drag acts to delay the peak EKE by a abaolatyaand reduces the peak by
37%, consistent with Adamsaet al. (2006).

Figure 2.6 shows the MSLP and potential temperature&akf, just above the diagnosed
boundary-layer top, at day 9 of simulation AD The addition of surface momentum and heat
exchange and near-surface mixing leads to weaker frordflifes near the surface. Sharp tem-
perature gradients can be “mixed” away within the lowest km of the atmosphere, but fronts

are still apparent in the potential temperature field abbige(Fig. 2.6). The temperature field at
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Figure 2.5 Time series of (a) minimum sea-level pressure and (b) edalgtiki energy, for the

Cartesian life-cycle with and without the boundary-layeinesme operating.
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Figure 2.6 Mean sea-level pressure (black contours, interval 4 hR&patential temperature at

1.5 km (colour contours), for the Cartesian simulation witlubdary layer at day 9.
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this height shows much similarity to the dynamics only siatioh (Fig. 2.4(a)), still dominated

by a strong cold front.

2.5 MolIsT TYPE-A LIFE CYCLES

Due to the need for accurate parameterisations of conveatioud microphysics and precip-
itation, idealised numerical simulations of moist cyclamave life cycles are relatively few in
number. Gutowsket al. (1992) and Pavaat al. (1999) describe large-scale features, energetics
and moisture transport in cyclone waves with relativelymarmoisture parameterisations. Their
parameterisation schemes contained a moisture variabfesported according to Equation 2.5,
however the parameterisation $f simply removed any supersaturation (as surface predgitat
without re-evaporation back to the atmosphere), congttie latent heat released ir® There-
fore, the MetUM parameterisation schemes, described itid®e2.2.2, provide a more realistic
description of the cloud microphysics and mixed-phaseipitation processes occurring within
the cyclone. Their results demonstrate how cyclone waweagportant in redistributing mois-
ture within the free troposphere, but they could not quatiiiely evaluate moisture transport due
to their simple representation of the conversion of moeshetween phases. They also could not
fully investigate the role of the boundary layer in this pss, since their simulations only in-
cluded a single-layer parameterisation of surface dragh@atimoisture exchange. The detailed
parameterisation schemes of the MetUM will enable the iyaon of the coupling between
the atmospheric moisture, large-scale dynamics and thedaoy layer. This section discusses
the creation of an idealised moisture initialisation anel tesulting simulation, comparing it to

conceptual models of cyclone evolution.

2.5.1 INITIALISATION AND LIFE CYCLES WITHOUT A BOUNDARY LAYER

Section 2.4.1 discussed the initialisation of dry ide@isgclones, using an analytically defined
initial condition profile. It is necessary to also define agistent initial moisture profile. Here,
an analytical form is proposed that will allow control ovhetlarge-scale moisture distribution,

enabling the moisture content or distribution to be quickhgl easily modified. The profile needs

Page 40




Chapter 2: Idealised cyclone-wave life cycles

to be representative of the climatological mean wintertgtoem track. It is defined in terms of
relative humidity (RH) so that the actual moisture conteititdepend on the temperature profile.
The first constraint is that RH must decrease m&reases, so thedependence of RH is defined
by

RHo(1 - 0.9R(y)(z/2)%*) z< 7
RHo(0.0625 2>74

RH(y,2) = (2.41)

wherezg = 12 km is a moisture scale-heiglR(y) is defined in Equation 2.42 afH is the max-
imum value of RH, chosen here to be 80%. Equation 2.41 givgpieal tropospheric moisture
profile up tozg, using the spacing of the MetUM'’s vertical levels to give arghgradient above
this, in the region of the tropopauser). The 224 dependence is taken from Takemi (2006),
who uses this analytic dependence as representative ofithiatitude troposphere to investigate
convection and squall lines. The second constraint is theat moisture is contained near the
equator, decreasing across the jet region. For simpliaitinear decrease of moisture in the

direction is defined as follows:

1 y < 25N
Rly)=¢{ 05 y>65N . (2.42)
1-05(2%%) 25N<y<65N

There is no zonal dependence for consistency with the teayerstructure. The profile is shown
in Figure 2.7, along with the Northern Hemisphere climaggldrom the National Centre for
Environmental Prediction (NCEP) reanalysis datasetndif@m Pavaret al. (1999). Whilst not
identical, the two profiles are qualitatively similar. ThélRecreases from around 80% near the
surface to around 45% at 300 hPa, an effect that is modelldegination 2.41. At any pressure
level, there is an increase in RH moving from the equator ¢éopthle across the mid-latitude jet
region, and this effect is modelled by Equation 2.42. Thg lew values of RH shown around
(20N, 500 hPa) in Figure 2.7(a) are due to deep convectidmeitropics, something the analytical
profile should not replicate as no cloud fields are specifiathéninitial condition. This feature
will spin-up in time as the simulation evolves, althoughsinot particularly relevant to the study

of mid-latitude cyclogenesis.

When combined with the temperature profile, this producessitecific humidity profile
shown in Figure 2.8(b). The profile is chosen so that the fipdeimidity matches closely the pro-
file used by Gutowsket al. (1992) (Figure 2.8(a)), who approximate the climatolobiarthern
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Figure 2.7 Zonal-mean relative humidity (contoured, interval 5%), Xorthern Hemisphere cli-
matology from Pavaet al. (1999, Fig. 2) and (b) analytic expression defined by Eqoatih42
and 2.41.

Hemisphere winter zonal-mean state. Again, these profijpsa qualitatively similar, demon-
strating that the moisture distribution represents a goattimto observed atmospheric profiles.
The only minor difference is that Gutowskd al.'s (1992) profile has slightly less moisture at low

latitudes, due to having a colder sea-surface.

The initial state appears well-balanced and in a similarmeato Section 2.4.1, tests per-
formed without adding the perturbation (Eqgn. 2.39), butnewéh surface fluxes present, show

that the jet and humidity profiles maintain their structures

When the perturbation (Equation 2.39) is added to the mwitsalisation, in the absence of a
boundary-layer scheme (i.e. convection, cloud and migrsigk are still present), the simulation
denoted AM results, with MSLP and EKE evolution shown in Figure 2.9. c&ithe convec-
tion scheme is partly coupled to the boundary-layer schénoannot operate in regions where
it would have been triggered by the boundary-layer schente ¢hallow cumulus), but it can
operate where it is triggered by larger-scale flows (e.g.exfdbd convection in the WCB). It is
clear that the presence of a moist atmosphere leads to a mergetic system which develops
faster, reaching its minimum MSLP at day 9 before startindegicay. The EKE also peaks slightly
before the dry simulation, and peaks 30% higher, similah&o22% increase in EKE reported by
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Figure 2.8 Zonal-mean specific humidity (contoured, interval 2 gKg (a) Northern Hemisphere

climatology from Gutowsket al. (1992, Fig. 1b) and (b) initial state from this study.
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Figure 2.9 Time series of (a) minimum sea-level pressure and (b) eddgtiki energy, for the

Cartesian life-cycle with and without the moisture inisation, with no boundary layer.
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Gutowskiet al. (1992) for their wavenumber-7 simulations.
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Figure 2.10 (a) Cloud fraction (shaded) and precipitation rate (cadyirand (b) 20 m wet-bulb
potential temperature (coloured), with pressure at meatese| (contoured, interval 4 hPa) over-

plotted on both, for the Cartesian simulation with moistoue no boundary layer at day 8.

Figure 2.10(a) shows a snapshot of simulation A&l day 8, demonstrating that without a
boundary-layer scheme present the simulation appearalisti@ Cloud and precipitation on the
warm-conveyor belt (WCB), located around (15E, 50N), aitlgsesent, driven by the large-scale
ascent. However, there is no other cloud (or precipitatiosiple anywhere within the system.
As discussed in Section 1.3.1, there are typically lowdlsteatocumulus and cumulus clouds
clouds formed behind the cold front for marine cyclogene3ikeir formation and existence is
closely related to the surface fluxes and boundary-layéutence, which is not represented here,
preventing their formation. Figure 2.10(b) shows how thiel-¢ont is clearly visible in the wet-
bulb potential temperature, with a sharp increase féym 280 K behind the front, t®,, ~
290 K within the WCB. There is also a weak warm-front locatedm(15E, 55N), which extends
backwards around the low-centre. This system also appedrs generating some secondary

cyclogenesis occurring near LOE, 40N), although the reasons for this are not investigaése.

Page 44




Chapter 2: Idealised cyclone-wave life cycles

2.5.2 MolIsT LIFE-CYCLE WITH BOUNDARY LAYER

Switching on the boundary-layer scheme should provide thstmealistic simulation of mid-
latitude cyclogenesis, since both moist processes anddaoytayer turbulence are being rep-

resented. This simulation is denoted AM The addition of the boundary-layer scheme now
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Figure 2.11 Time series of (a) minimum sea-level pressure and (b) edadgtiki energy, for the

moist Cartesian life-cycle with and without the boundaaydr scheme operating.

allows surface latent-heat exchange and therefore evagofeom the sea-surface. This helps to
maintain the moisture content of the atmosphere, sinceufo A, moisture was being precip-
itated from the atmosphere, but not evaporated from theserfThis causes simulation AV

to decay more slowly than simulation AMThis is shown by the much quicker drop-off of EKE
in simulation AMy after day 10. It is also noticeable that the addition of tharuary layer
has now caused only a 20% reduction in the peak EKE, muchHhessthe 37% reduction seen
in dry simulations. This is possibly due to Ekman pumpingating vertical velocity near the
cyclone centre and exporting large amounts of moisturetimtomid-troposphere, which could
trigger mid-level latent heat release causing the cycloriatensify further. The MSLP shows a
localised re-intensification between days 10 and 12. Thiaused by latent heat release forcing
a localised spin-up near the surface, but the feature isangé{scale as it does not appear in the

EKE, and so is of little importance when considering the etioh of the whole system.
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Figure 2.12 shows the spatial structure of the surface press$ronts, cloud fraction and

precipitation rate on days 7 and 9 of simulation AM It shows many features of a classical mid-
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Figure 2.12 Cloud fraction (shaded) and precipitation rate (colouredih pressure at mean sea-
level (contoured, interval 4 hPa) at (a) day 7 and (b) day $afiation AMg, . Red and blue lines

denote the warm and cold fronts respectively, diagnosadjube method of Hewson (1998).

latitude weather system, such as the main precipitation bathe warm-conveyor belt (WCB)
to the east and south-east of the low centre. There is alse sloyn cloud free air noticeable
directly south of the low centre, immediately behind theddobnt, which is associated with the
dry intrusion. Further behind the cold front and to the wéshe cyclone centre, low-level cloud
(tops at~ 3 km) is formed within the cold-air outbreak. The shallow clus extends towards
the centre of the anticyclone, but disappears to leave di@edair in the very centre of the high-
pressure where there are light winds and little thermal etitwe. To the very south of the domain
there is some scattered convective rainfall. By day 9 mattislies along the trailing front to the
south of the high, where there is some horizontal converyemo the very north of the domain

the air is cold and dry and therefore cloud-free with no goéaiion.

The fronts shown in Figure 2.12 are identified using the dbjeenethod designed by Hewson
(1998). This method looks for gradients in the wet-bulb ptig temperature to identify frontal

regions, before applying a masking function to remove ttadlsnweak fronts and using the sign
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Figure 2.13 Wet-bulb potential temperature atlkm (coloured) and pressure at mean sea-level

(contoured, interval 4 hPa) at (a) day 7 and (b) day 9 of sitimiaAMpg, .

of thermal advection to differentiate warm and cold fronfhe frontal locations can be seen
in the wet-bulb potential temperature plots shown in Fig2rE3, with sharp gradients i,

coincident with the frontal locations marked on Figure 2.This frontal pattern shows a clear
T-bone structure, consistent with the Shapiro and Keyse9(l model, demonstrating that this
simulation is representative of real-world cyclogene$ise WCB is characterised by the tongue
of air extending polewards with almost constant wet-bulbeptal temperaturef(, ~ 290 K).

This idealised simulation also shows many similaritiesdmposites of real-world cyclogenesis

events, such as those discussed by Field and Wood (2007).

2.5.3 INCLUSION OF RADIATION

In order to make the simulations truly “full-physics”, thadiation scheme should be switched
on and a diurnal cycle of solar radiation should be includ@&tiis will not affect the surface
temperatures, since there is very little diurnal cycle ia-serface temperatures (SSTs) — indeed
most forecast centres run with fixed SSTs for forecasts ofoup weeks. However, radiation
will affect the temperature properties of both the clear @kl clouds. The clear sky will scatter

incoming shortwave radiation and absorb/emit upwellinggleave radiation, whilst clouds will
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absorb shortwave radiation at their tops, longwave ramtadit their bottoms and emit longwave

radiation both upwards and downwards.

The limited area domain creates problems for the implentientaf radiation. The wavenum-
ber 6 symmetry of the domain means that lower wavenumbersotare simulated within
the model. However within the atmospheric heat engine, isetinsported north of 60N by
wavenumbers 4 and lower (Jones, 1992). Therefore implextientof a radiation scheme in this
region would result in unrealistic cooling of the atmosghas longwave radiation is emitted but
nothing replaces it. This has particularly important irogtions for the near-surface temperature
structure. The atmosphere is cooling and the sea-surfageetature is fixed, which leads to an
unstable potential temperature profile and a convectivedieny layer growing. This effectively

de-stabilises the atmosphere over large regions in thé nbthe domain.

This problem is also noticeable at other latitudes. It iscafsed that the lack of a fully
realistic tropical atmosphere in the simulation restribis export of heat to mid-latitudes. The
atmosphere cools too much by longwave emission, and theiheat replaced by the Hadley
circulation. This initial state is therefore unbalanced #éme atmosphere becomes very unstable.
As in Sections 2.4.1 and 2.5.1, if the initial state were heda, running the simulation without
the perturbation (Egn. 2.39) should lead to no apprecidd@ge in the atmospheric temperature
profile. However, when this test is performed with the radrascheme switched on, the static
stability continually reduces across the whole domainnealy leading to cyclogenesis being

triggered by small instabilities within the model.

When the perturbation is added, the simulation appearsvielae normally for several days,
but by day 9 the atmospheric stability is so low that secondsclogenesis is triggered in an
instability on the trailing front. The two cyclones mergedageepen rapidly. For this reason,
simulations with radiation shall not be pursued any furthere. In principle, some carefully
chosen net warming could be implemented within the modéhtalate the large-scale transports
which are not captured. However, investigating simulatianthout radiation is also useful, as
the aim is to understand the interaction between cyclogems®ents and the boundary layer.
Running without radiation allows the to isolation of the hdary-layer response to forcing from
the synoptic-scale only, rather than trying to disentanigéeeffects of a diurnal cycle or cloud-

radiation interactions.
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2.6 TYPE-B LIFE CYCLES

The Type-A life cycles discussed in Sections 2.4 and 2.5%essmt the slowly developing waves
which grow from normal-mode perturbation of the jet. Howewss discussed in Section 1.3.2,
many cyclogenesis events are triggered by a pre-existipgrdpvel trough, which can deepen
rapidly into a strong cyclone over a period of hours. Thexfa complimentary Type-B simula-
tion is discussed in this section, which will prove usefulédomparison and to test the robustness

of results.

2.6.1 DrRY SIMULATIONS

Beare (2007) developed an idealised model of Type-B cydlegjs in the MetUM for his inves-
tigation on the role of the boundary layer in mid-latitudelopes, and so this is used with some
minor modifications. The model is based on previous work byRwo and Bao (1996) and Beare
et al. (2003), and was shown by Beare (2007) to exhibit the maiufeatof a Type-B cycloge-
nesis event. This model is again constructed on a Cartdsjgane, and similar processes of
defining a zonal jet with balanced temperature and pressofies are used as in Section 2.4.1.
The basic state jet used by Beare (2007) was different frandiven in Equation 2.38, but no
less representative of what might be observed in the Notldw#fic storm track. To maintain con-
sistency with results presented by Beare (2007), the lizitiaal jet is defined in the same manner,

as follows:

uly,z) = 25(%) [l—cos(zl_i[y+n>] ,

sinh(0.7) y
ven | oyl
uly,z) = 25exp<0.7% (1—%)) [1—cos<%+nﬂ ,
| eyl
uy,zz = 0 , otherwise (2.43)

whereL, = 3000 km is the jet widths = 9 km is the tropopause height; = 1.16 x 102 s 1

is the tropospheric Brunt-Vaisalla frequency axg= 2N; is the stratospheric Brunt-Vaisalla
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frequency. An upper level vortex is then added to this basite sdefined by

W) :—Lsin<2—m> (—y,X) , z<H,r<Ly/2
y

(uv) = 20 exp( ; »

(uv) = 20exp AN —2)\ L g (2T (—y,X) , z>#,r<Ly/2,
fLy r Ly
(uv) = 0 , otherwise (2.44)

wherer = \/Wy2 Once balanced temperature and pressure profiles ared;réfaite vortex
appears as an upper-level PV anomaly, and simulates howpan-lgvel trough can trigger cyclo-
genesis. Original simulations performed by Beare (200&} @sconstant sea-surface temperature
of 290 K. However, for consistency with the simulations prasd in Section 2.4, the sea-surface
temperature shall be defined in the same way — fixed equal fowest model level temperature
at the initial time. This new simulation is denoted BD whilst Beare’s (2007) original simula-
tion is denoted BIgst, and the implications of this change to the sea-surface eeatyore will be

discussed in Section 3.3.

Figure 2.14 shows plots of MSLP and potential temperatufieSakm for simulation B, .

It demonstrates that this is a rapidly developing systenmichvreaches maturity within 3 days.
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Figure 2.14 Mean sea-level pressure (black contours, interval 4 hP&)patential temperature
at 15 km (colour contours), for the dry Type-B simulation withumalary-layer scheme at (a)

48 hours, and (b) 72 hours.
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The pattern of MSLP and potential temperature shows a stoltjfront located between (10E,
60N) and (0, 45N) at 48 hours, together with a warm front leddtom (10E, 60N) to (20E, 55N)
and an occlusion wrapping around the low centre. By 72 haliespcclusion has grown and the

cyclone has intensified to its maximum and is now enteringrattigpic decay phase.

There is a very strong pressure gradient to the south-wekiedbw centre, creating a low-
level jet wrapping around the cyclone centre. There is alg@ian seclusion noticeable around
the low centre at 48 hours. The combination of low-levelyerm seclusion and T-bone frontal
structure are all features of the Shapiro and Keyser (1980¢eptual model, showing that this

simulation is realistic in its development.

2.6.2 MOIST SIMULATIONS

The benefit of defining Relative Humidity in Equations 2.428 @41 is that the same RH profile
can be used with other simulations that have different teatpee profiles. Hence the RH profile
defined in Equations 2.42 and 2.41 can be applied to the TyperBlations, denoted BM ,
although modifying the width of the jet to match the new jetithi(Ly).

Figure 2.15 shows the clouds and precipitation at 48 holosgawith the wet-bulb potential
temperature for simulation BM. The general structure of the cyclone is retained from tlye dr
simulations, although the addition of moisture has, as e®pk further intensified the system
resulting in an~ 8 hPa deepening in the minimum MSLP. Figure 2.15(a) showsthevprecipi-
tation is aligned along the warm, cold and occluded frontser& are also showers noticeable in
the cold-air outbreak, located to the south-west of the lentre in the strong pressure gradient.
Again, there is some drier, cloud free air immediately bdhime cold front associated with the
dry intrusion. Figure 2.15(b) shows a clear warm sectortimtahead of the cold front, with

B ~ 300 K, with very sharp gradients 6§, across the warm and cold fronts.
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Figure 2.15 (a) Cloud fraction (shaded) and precipitation rate (cadyiand (b) wet-bulb potential
temperature at.b km (coloured), with pressure at mean sea-level (contouraedrval 4 hPa)

overplotted on both, for the moist Type-B simulation withubdary-layer scheme at 48 hours.

2.7 SUMMARY

This chapter has discussed the numerical model used irh#ssstand the simulations of idealised
cyclogenesis that are produced. There have been many psestiodies of Type-A cyclogenesis
of the LC1-type in models with no physical parameterisatigmg. Thorncrofet al,, 1993; Bal-
asubramanian and Garner, 1997; Weetlal., 1998; Polvani and Esler, 2007), and Section 2.4.2
demonstrated that simulation Alisplayed a similar structure and evolution. Simulatioriih w
parameterised boundary layers of the sort described indde2t3 (e.g. Adamsoet al,, 2006;
Sinclairet al,, 2008), are relatively fewer in number. However, simulathkDg displayed many
features described by these authors, consistent withasifi@htures described in studies utilis-
ing differing boundary-layer parameterisations (e.gdealand Hoskins, 1988; Branscostel,,
1989). Simulations by Gutowski and Jiang (1998) providedrtiost useful comparison for sim-
ulation AMg_, since they included detailed moisture and boundary-lpgeameterisations. Sim-
ulation AMg_ was also compared to observed mid-latitude cyclogenesist&vdemonstrating
that common features (such as the warm-conveyor belt, cuddnaarm fronts and the cold air

outbreak, described in Section 1.3), were all present. eTall lists the main simulations that
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shall be discussed in the remaining chapters of this thasithe abbreviations used to describe

them.
Abbreviation | Cyclone Type| Dry or Moist Boundary-layer scheme

ADg A Dry None

ADgL A Dry Momentum and heat exchange

ADn A Dry Momentum exchange only

AMg A Moist None
AMpL A Moist Momentum, heat and moisture exchange
BDg. B Dry Momentum and heat exchange

BDn, B Dry Momentum exchange only

BDsst B Dry Momentum and heat, SST=290 K

BDg B Dry None
BDspL B Dry Momentum and heat exchange in the SBL only
BDcgL B Dry Momentum and heat exchange in the CBL only
BMgL B Moist Momentum, heat and moisture exchange

Table 2.1 Table showing the different simulations discussed withis thesis and the abbrevia-

tions used for them.

Whilst this thesis will focus on the interaction of the boangdlayer with cyclone waves, the

model developed has many other potential uses. The use ddleM means that additional

physical effects, such as sea-surface coupling, orogeaphand-surface effects and atmospheric

chemistry could be easily added to the simulations to inyat& the large-scale response.
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CHAPTER 3:
BOUNDARY-LAYER PROCESSES IN DRY

LIFE CYCLES

3.1 INTRODUCTION

It has been long established that surface friction can fsognitly effect the development of mid-
latitude cyclones, for example Anthes and Keyser (1979%3erea simulation in which the cy-
clone is more than 20 hPa deeper when turbulent momentunsfameenot included. Many other
studies (e.g. Valdes and Hoskins, 1988; Jones, 1992; Adaetsal., 2006) have demonstrated
similar differences between cyclone simulations with ariheut boundary-layer parameterisa-
tions, and Chapter 2 demonstrated that this effect is r@glicin the MetUM. But exactly how
does the boundary layer produce these large-scale chaBgesPal alternative mechanisms have

been suggested, but there is currently no conclusive artsvileis question.

Traditionally, the barotropic Ekman pumping mechanism lesn assumed to be the dom-
inant process. Surface stress causes wind-turning in thesaheric boundary layer, forcing
convergence of near surface winds towards the low centre&shwhust create upward vertical
motion due to continuity. This reduces cyclone growth bytexisquashing in the interior. Many
studies (e.g. Card and Barcilon, 1982; Farrell, 1985) havarpeterised the effects of the bound-
ary layer in terms of an Ekman pumping velocity through thédsmo boundary. These studies
therefore implicitly assume that it is the action of Ekmaming which causes the large-scale
spin-down. Valdes and Hoskins (1988) compared an Ekmandaoytayer parameterisation with
other methods such as Rayleigh friction and an explicit bamnlayer with constant value &,
finding a similar effect on the cyclone growth rate from eactthnd. Recently, Beare (2007)
has shown that Ekman pumping can still be a good method api@ing cyclone responses to

boundary-layer processes, particularly in cyclone systeith strong low-level jets.
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Mid-latitude cyclones are inherently baroclinic in natuemd therefore potential vorticity
(PV) is often used as the natural variable to describe thilugon. Cooperet al. (1992) dis-
cussed mechanisms by which significant amounts of PV coulgeberated in frontal boundary
layers, prior to occlusion (i.e. during the cyclone growttage). Stoelinga (1996) investigated
frictional PV generation (amongst other methods of PV gatimn) in a case-study of maritime
cyclogenesis. It was demonstrated that significant geioarat positive PV occurred in the warm-
conveyor belt region, due to frictional processes, altlhotige consequences of this for cyclone
development were not explained. Adamsairal. (2006) attempted to rectify this, describing a
new mechanism for the frictional spin-down of an extratcapcyclone, based on baroclinic po-
tential vorticity generation. PV generated in the boundager (due to a component of stress
anti-parallel to the tropospheric thermal wind) is advdcétong the warm-conveyor belt and
vented from the boundary layer. It turns cyclonically andusmulates above the low centre as
a positive PV anomaly of large horizontal extent, but trappetween isentropes in the vertical.
This shape is associated mainly with increased staticlgya@iioskins et al, 1985), inhibiting
communication between the upper- and lower-level featafeke developing wave, and so re-
ducing growth. Plant and Belcher (2007) extended the workdafmsonet al. (2006) to include
surface sensible heat fluxes, demonstrating that the @BV mechanism was robust in the
presence of surface heat fluxes, and that their inclusiotitdedto modify the large-scale devel-

opment.

This chapter aims to investigate how surface fluxes are carwaied to the free troposphere
by boundary-layer dynamics in dry simulations. Expandinghe work of Adamsoet al. (2006)
and Beare (2007), Section 3.2 will investigate the Ekmangangiand baroclinic PV mechanisms
in a range of idealised cyclone models with momentum-onlyndlary-layer parameterisations,
demonstrating that their results were not influenced by tf@ice of idealised model, but rather
that the concepts are general and should be applicable ltwvogla cyclones. The role of sur-
face heat fluxes will be investigated in Section 3.3, denratis how the choice of sea-surface
temperature becomes important when these effects araewllA PV inversion is conducted in
Section 3.4 and the link between the Ekman and baroclinic Rghanisms will be investigated
in Section 3.5, demonstrating that they are not competifertst Simulations are presented in
which features of both mechanisms can be observed and camplagta role in determining and

communicating surface effects to the cyclone interior.
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3.2 FRICTION ONLY SIMULATIONS

3.2.1 BAROTROPIC VORTEX

Many studies have considered the problem of Ekman spin-dadvenbarotropic vortex: for ex-
ample, Greenspan (1969) provided a detailed analysis lmas&boratory experiments and the-
oretical calculations. The aims of this subsection are tovsthat the Met Office Unified Model
(MetUM) can simulate a barotropic vortex and reproduce #peeted Ekman circulation as the

mechanism by which the boundary layer spins down the vortex.

To make the problem more relevant to mid-latitude cycloaesyarm core” vortex is chosen,
which appears qualitatively similar to the final barotrogacay stages of a mid-latitude cyclone
(Shutts and Thorpe, 1978). The model is constructed on @&€§iantf -plane, with the initial wind

field prescribed as follows:
(uyv) = 20exp —2MzA 1 (2 (-y,x) , r<Ly/2,
flLy Jr Ly
(uv) = 0 , otherwise (3.1)

wherer = J)ﬁy2 This formula gives the strongest vorticity at the surfactha vortex centre,
decaying with height and towards the vortex edge. Similkoutations as those described in Sec-
tion 2.4.1 are used to create balanced temperature andiprdiedds. The warmest temperatures
are found at the vortex centre, cooling with increasinguadiThe initial state winds and poten-
tial temperature are shown in Figure 3.1. The model is ruhauit surface sensible heat fluxes,
and no additional numerical diffusion or external forcing applied. Therefore, only boundary-
layer momentum fluxes and model dynamics can determine thlat®n of the system. If the
model is run with no boundary-layer scheme, there is no &miske reduction in the vortex’s
minimum sea-level pressure or vorticity during the expeninperiod of 5 days, and therefore

any spin-down effects must be due to surface friction.

Figure 3.2 shows the wind fields produced by this simulati&igure 3.2(a) demonstrates that
the diagnosed vertical velocity on the boundary-layer tos€ction 2.3.4) matches very well the

Ekman pumping velocity defined as

1
Wgk = Ek.D X Tg, (3.2)

Page 56




Chapter 3: Boundary-layer processes in dry life cycles

10000 E

8000

6000

Height (m)

4000

-35 -30 -25 -20 -15 -10. -5 0 5 10 15 20 25 30 35
Meridional Wind (ms™)

Figure 3.1 East-west cross section through the vortex centre showmgnttial conditionv-wind

(coloured) and potential temperature (contoured, intehlg).
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Figure 3.2 (a) Model derived vertical velocity at the boundary-layep {coloured) and Ekman
pumping velocity (contoured, negative values dotted)&tehours. (b) East-west cross-section
through the low centre showin@,w) wind vectors and-wind (coloured). The solid black line

represents the boundary-layer top.
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wherek is a unit vector in the-direction. Figure 3.2(b) then demonstrates how the guated

Ekman circulation is created within this system. Low-lew@hds converge towards the low cen-
tre within the boundary layer, inducing vertical motion la¢ tboundary-layer top. This vertical
motion acts to squash vortex tubes within the interior, cauy the vorticity. There is some di-

vergence at upper levels and descending air far from the &vre to complete the circulation

pattern.

According to the barotropic vorticity equation, the spimach of the relative vorticity should

follow

g=gooxp-t/1) . 1= i—; (3.3)

Typical mid-latitude scalings are chosen as
#=10km , h=1km , f=10%s?! ., Kp=10nfs?, (3.4)

to calculatet and the theoretical spin-down rate. This is compared to thagahvorticity, as

measured in the mid-troposphere in Figure 3.3. As shownsitngle calculation does a very
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Figure 3.3 Time series showing the theoretically-calculated decaglative vorticity (Eqn. 3.3)

with the observed mid-tropospheri (/2) values in the simulation. Also shown are the observed

values for the dynamics-only simulation.

good job of capturing the spin-down of this system over theagsdf the experiment. It also

demonstrates that the choicelgf = 10 ns 1 is reasonable, i.e. it is the right order of magnitude.
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Also shown is the corresponding diagnostic for the simaitativithout a boundary layer present,

confirming that there is no significant spin-down from num@rdiffusion or other factors.

Therefore, the Ekman pumping mechanism appears robustifarcropic vortex within the
MetUM, and it is anticipated that it will prove important agctones enter their barotropic decay
phase. However, this thesis is concerned with how the bayAdger modifies cyclogenesis
events. Therefore, since the baroclinic PV mechanism isermied with modifying the cyclone

growth-rate, it should be more important during the baroclgrowth phase.

3.2.2 EaDY MODEL

Section 1.2.2 discussed how the Eady (1949) model can betos#utain reasonable estimates
for the wavelength and growth rate of a mid-latitude cycloktdel solutions were established
for frictionless flow, under the assumption thvat= 0 on the lower and upper boundaries. How-
ever, if it is assumed that the bottom boundary represestbaindary-layer top, Section 3.2.1
has demonstrated that there is a component of vertical itglaicthe lower boundary, driven by
Ekman pumping. Therefore, this effect can be included inéoEady model, including a nonzero
value ofw in the lower boundary condition (Eqn. 1.4). Previous stsideg. Pedlosky, 1979;
Blumen, 2001) have focussed on how the inclusion of an Ekmempmng velocity at one or
both boundaries can modify the Eady growth rate, and evew kstability to the system when
large amounts of friction are added. Here, it is investigdtew the inclusion of “realistic” Ek-
man pumping at only the lower boundary affects the magnitfdae cyclone growth rate, and
how this compares to changes in the static stability thatdcba caused by the baroclinic PV
mechanism. This will allow the reduction in growth rates &éodompared to the observed reduc-
tion in growth rates, discussed in Section 2.4.3 for idedlisumerical simulations including a
boundary-layer parameterisation. Pedlosky (1979) d&=usiow the Ekman pumping velocity
can be related to the streamfunction by combining Equati@m®&h a parameterisation such as

Equation 2.24. Assuminl§, is constant yields

/K
Wh = 2—;“55%. (3.5)
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Here, this form ofai, is included into the surface boundary condition of the Eadgeh, modify-

ing Equation 1.6a as follows:

(—NK) B+ (e%%kju N? %n@) A0, (3.6)

The eigenvalue problem is now a complex one, meaning thasiuei of friction changes both
the growth rate and phase speed of the wave. Whilst it is lplest write down an analytic
expression fomw in the same manner as Equation 1.8, it is a very complicatpdesgion, so

instead the growth rateo] is illustrated graphically in Figure 3.4. Again, typicaliddatitude

2 I I —
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| — Ekman Pumping
— Increased K
~1.5- — Both changes
)
S L |
(0]
IS
o 1 —
<
s L |
=
)
0.5+ —
) A R R R |
0 5e-07 1le-06 1.5e-06 2e-06 2.5e-06 3e-06

Zonal Wavenumber ('r%)

Figure 3.4 Growth rate ¢) curves for the basic Eady model (black curve), Eady modéh wi
Ekman pumping (red), Eady model with 25% increased Stasibily (N = 0.0125 s1) (green)
and Eady model with both changes (blue).

values similar to Equation 3.4 are chosen:

#=10km , f=10%s?t , Kn=10nmfs?
goe  fu B . a2t
ooy~ U=50ms! , N=1072s1 (3.7)

The inclusion of Ekman pumping acts to reduce the peak groatdr It also introduces an
instability at shorter wavelengths (high wavenumber),oeimy the so-called “short-wave cutoff”
and allowing waves to grow with wavenumbers up to B0-6 m—1. However, the overall effect
of the Ekman pumping is only a modest reduction of 12% in trekggowth rate, nowhere near

the observed reduction ef 35% reported by Adamsaet al. (2006) and shown in Section 2.4.3.
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Trying to incorporate the baroclinic PV mechanism into @@iS framework is not easy. The
QG analysis performed in Section 1.2.2 assumed\thsia constant in time, and this is an assump-
tion that is not easy to relax. However, the effect of the P¥raaly on the average tropospheric
static stability can be incorporated, simply by increading value ofN used in Equation 1.8.
Adamsonet al. (2006) showed that the baroclinic PV mechanism lead to a 2E%ease in the
interior static stability, and therefore a simple estimait¢he baroclinic PV mechanism’s effect
on the growth rate can be obtained by settie- 0.0125 s1. These results are shown on Fig-
ure 3.4, and demonstrate that increased static stabilityces the peak growth rate, but also
shifts the growth rate curve towards longer wavelengthgdfovavenumbers). The reduction in
the peak growth rate is only 20% for this scenario, still semegt short of the observed 35%.
Adamsoret al. (2006) discuss how some of this difference comes from theecshifting towards
lower wavenumbers. Since their simulations had a fixed zaa&kenumber, the cyclone could
not develop at its optimal size. Supposing the wavenumbesrameaoptimal perturbation for the
frictionless case, the wavenumber is fixeckat 1.61 x 108 m~1 and the case with increased

static stability now shows a 30% reduction.

When both the Ekman and PV mechanisms are accounted fdéKngan pumping is included
at the surface and the static stability is increased by 2%86,shown on Figure 3.4), features of
both are incorporated into the growth rate curve. The peasdaced and shifted towards lower
wavenumbers, but the short-wave cutoff also disappearglattavenumbers. The reduction in
the peak growth rate is now 31%, whilst the reduction in th@wiin rate at fixed wavenumber is
43%. These values are more representative of the obserfédedfiction, and demonstrate that

both mechanisms may be important during the baroclinic trgmase of a mid-latitude cyclone.

The Eady model also demonstrates how cyclone growth raterissensitive to changes in
the static stability. To achieve a 35% reduction in the gloveite from Ekman pumping alone,
the eddy diffusivity would need to be 100 n?s™!, however, Section 3.2.1 demonstrated that
a typical value oK, = 10 n?s ! was reasonable for an Ekman boundary layer. Direct model
output of K, for the simulations AlR, and BD,, demonstrates thad¢,, increases from zero at the
surface to a maximum at h/3 before decaying back to zerolat The maximum value rarely
exceeds 50 As 1, with the boundary-layer averaged value typically not tgetghan 20 s 2.

By contrast, the 25% increase in static stability requigeddhieve this growth rate reduction has
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been shown to occur in the presence of the baroclinicalhegged PV anomaly by Adamson
et al. (2006) and Plant and Belcher (2007). It is also interestingdte that the most efficient
spin-down occurs in the presence of both mechanisms, airdriteraction shall be discussed in

Section 3.5.

3.2.3 TyPE-A CYCLOGENESIS

The baroclinic PV mechanism discussed in Adamsbal. (2006) was discovered in simulations
of a Type-A cyclone, and so it is anticipated that their rissshould be easily reproducible with
a Type-A cyclone simulation in the MetUM. This simulationsh@o surface heat-flux parameter-

isation and is denoted AR
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Figure 3.5 (@) Boundary-layer depth-averaged potential vorticityegation by the baroclinic
mechanism (coloured) and potential temperature at 1 kmtgooed, interval 4 K) at day 8 of
simulation ADy. (b) East-west cross-section through the low centre stgpwatential vorticity
(coloured) and potential temperature (contoured, inter¥g. The solid black line represents the

boundary-layer top.

The depth-averaged baroclinic generation of PV within theralary layer is given by

1
[Gg| = Wk X Ts.(020)h, (3.8)

where the subscrigt denotes a quantity evaluated at the boundary-layer topwr&i8.5(a) shows

this baroclinic PV generation at day 8 of simulation ADwith Figure 3.5(b) showing a cross-
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section through the low centre at the same time. It is cleair baroclinically-generated PV is
being ventilated from the boundary layer and accumulatiig BV anomaly above the cyclone
centre. The location of generation is split into two areagse @rea, shown between 0 and 30E,
30 and 45N would be ventilated along the warm-conveyor kmisistent with Adamsoet al.
(2006). The other area, shown betweeh0 and 10E, 50 and 55N, shows similarity to the LC2
simulations discussed by Plant and Belcher (2007), suiggetiat ventilation is partly by the

cold-conveyor belt.
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Figure 3.6 (a) Model derived vertical velocity at the boundary-layep {coloured) and Ekman
pumping velocity (contoured, interval®cms ™, negative values dotted) after 8 days of simula-
tion AD,. (b) East-west cross-section through the low centre shgpwirw) wind vectors and

v-wind (coloured). The solid black line represents the beupdayer top.

Figure 3.6(a) shows the vertical velocity at the boundaget top and Ekman pumping veloc-
ity, as defined in Equation 3.2. It can be seen that the Ekmanpjmg velocity is under-estimating
the boundary-layer top vertical velocity in the warm-copsebelt region, but over-estimating it
around the low centre. Adamse al. (2006) did not focus in any detail on the relationship be-
tween Ekman pumping and vertical velocity, but Figure 3.6(aggests that Ekman pumping is
playing a role in the low-level ascent of the warm-conveyelt.bThis suggests some interaction
between the two mechanisms. Without Ekman pumping, baioally-generated PV would not
be ventilated on the WCB as efficiently, and therefore wowtpnovide such a good spin-down

mechanism. This will be discussed further in Section 3.5.
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Figure 3.6(b) shows a cross-section through the low cesti@ying some key differences to
Figure 3.2. The strongest ascent is no longer located oedptir centre, but is now displaced to
the east, coincident with the warm-conveyor belt ascents @bcent is forced by convergence,
caused by large-scale ageostrophic motions rather thandaoytlayer frictional convergence.
This explains why the WCB ascent shown in Figure 3.6(a) iatgrehan the Ekman pumping ve-
locity, since Equation 3.2 does not account for the larggesconvergence that may be happening
above the surface. However, it is also clear that there isssmmvergence in the boundary layer
below the WCB, which is, in part, caused by frictional comerce. It is also not obvious from
Figure 3.6(b) whether an Ekman-type circulation pattertin\gw-level convergence and upper-
level divergence has been created, and therefore not aeavdrtex tubes would be squashed in
the cyclone interior. The circulation appears to be onemgilacale origin, with ascent ahead of

the low centre in the WCB region and large-scale subsidentgeiregion of the high pressure.

3.2.4 TypPe-B CYCLOGENESIS

The timescales involved with Type-B cyclogenesis are mhohtsr than with Type-A, and there-
fore it is not immediately clear that the baroclinic PV metkan will have time to operate. The
generation, transport and accumulation of PV is not inatatus, and how the timescale of the
baroclinic frictional mechanism is related to the cyclomvelopment timescale was not estab-

lished in Adamsoret al. (2006).

Figure 3.7(a) shows the baroclinic PV generation at 48 hotissmulation BD,, with Fig-
ure 3.7(b) showing a cross-section through the low centtheasame time. It is clear that the
PV generation is much stronger than in simulation,AF-igure 3.5(a)), due to the larger wind-
speeds and temperature gradients. The boundary-layesteptas stronger (Figure 3.8(a)) and
so this PV can be generated and ventilated much quicker. rAtigsses are closely linked to
the timescale of cyclone development, and therefore the Bvhanism appears to be operating

within this Type-B simulation.

Figure 3.8 shows similarities to Figure 3.6. Although thegmitude of the vertical velocity is
much greater in simulation BR) the pattern and relation between Ekman pumping and vertica

velocity is similar. The Ekman pumping velocity providesapd estimate of the vertical velocity
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Figure 3.7 (a) Boundary-layer depth-averaged potential vorticityeyation by the baroclinic
mechanism (coloured) and potential temperature at 1 kntgaoed, interval 4 K) after 48 hours
of simulation BO;,. (b) East-west cross-section through the low centre shgppatential vorticity
(coloured) and potential temperature (contoured, inter¥g. The solid black line represents the

boundary-layer top.
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Figure 3.8 (a) Model derived vertical velocity at the boundary-layep {coloured) and Ekman
pumping velocity (contoured, interval 1 crmis negative values dotted) after 48 hours of simu-
lation BDy,. (b) East-west cross-section through the low centre stgyirw) wind vectors and

v-wind (coloured). The solid black line represents the baupdayer top.

Page 65




Chapter 3: Boundary-layer processes in dry life cycles

in the WCB region, but over-predicts the vertical velocitpund the low centre. A cross-section
of wind vectors through the low centre, shown in Figure 3.8¢®monstrates that the Ekman
circulation is not as clear as it was in Figure 3.2. The catiah appears robust to the west of the
cyclone centre, but to the east of the cyclone centre, theveanveyor belt and frontogenesis are
having a large effect on the wind field. The cold front locatedr 12E in the cross-section can
be seen in the potential temperature field (Fig. 3.7(a)h wishallow boundary layer ahead and
a deep boundary layer behind, consistent with Sinela@l. (2010b). The PV and PV generation
is located ahead of the front, in the warm air, suggestingviatilation is by the warm-conveyor

belt.

The meridional windspeeds are much stronger on the westirosthe low centre, forced
by a low-level jet wrapping around the cyclone centre. Thisds the PV anomaly to be more
vertical in structure, a shape that suggests there coulaine significant vorticity associated

with the anomaly (Hoskinst al,, 1985), in addition to the increased static stability.

3.3 SURFACE HEAT-FLUX EFFECTS

The simulations discussed in Section 3.2 contain a momefituonly boundary-layer param-
eterisation. More realistic simulations should accounttiie effects of heat exchange with the
surface, and this was considered by Plant and Belcher (2007@ir Type-A cyclone simulations.
The choice of sea-surface temperature (SST) was only gitjirenportant for the momentum-
flux only simulations, sinc€p (Eqn. 2.15) and, (Eqn. 2.25) depend on the stability. However,
tests have shown that using different SSTs in the momentuxafily simulations produces only
very minor changes. When the surface sensible heat-fluxlisdad, the choice of SST becomes
more important as it directly influenceé$; (Egn. 2.10b), and Plant and Belcher (2007) chose to
fix a meridional gradient in the SST, equal to the initial temgture of the lowest model level.
This made the simulations qualitatively similar to simidatADg, , and their results suggested

that the inclusion of surface heat fluxes had little effectt@baroclinic PV mechanism.

Beare (2007) also discussed the effect of the boundary @yéiype-B cyclones in a simu-
lation that included surface heat-flux effects. Howeverclhese the SST to have no meridional

variation, instead fixing it at a constant value of 290 K asrtiee domain (simulation BExy).

Page 66




Chapter 3: Boundary-layer processes in dry life cycles

His results showed a dramatically different boundary4ay¥ distribution than those of Plant
and Belcher (2007), and he found little evidence for the dlaric PV mechanism described by
Adamsonet al. (2006). Therefore, it appears as though surface heat flingtsha sea-surface

temperature can play an important role in the boundaryrlBybudget.

The choice of SST in simulation Bf3thas considerable effect on the evolution of the bound-
ary layer. The low SST relative to the overlying air in the miasector gives rise to a shallow (as
little as 50 m in places, but on average about 400 m) and higthlyle boundary layer. The large
negative surface heat fluxes in this region lead to the bayHdger PV budget being dominated

by surface heat-flux generated PV, given by

(ZﬂhHs

(Grl =~ p2cph?

(3.9)

It is this PV which is seen in Figure 3.9(a), rather than PVegated by baroclinic processes

(Egn. 3.8).
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Figure 3.9 Boundary-layer depth-averaged potential vorticity (coém) and 20 m potential tem-

perature (contoured, interval 4 K) at 48 hours for (a) sifioteBDsstand (b) simulation By,

The importance of the surface heat-flux pattern under ciamgitof a horizontally uniform
SST field is demonstrated by Figure 3.9(b), which shows t&fum simulation B[,. Compar-
ing Figure 3.9(b) to Figure 3.9(a) shows that the PV is novated to the north and east of the
cyclone (between 5-15E, 50-60N), confirming that the booyxtieyer PV in simulation Blgstis
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predominantly generated by turbulent heat fluxes. The P¥mg¢ed by heat fluxes remains close
to the surface and ahead of the cyclone centre (shown beth@®&0E, 40-50N in Fig. 3.9(a))
in simulation BOssT; i.€., it is not vented from the boundary layer. It therefaeyer reaches a
position above the low centre and cannot prevent commuaichetween upper- and lower-level

anomalies.

Beare’s (2007) conclusion that the heat-flux generated RMtislominant in the spin-down
process is therefore justified. But the results are not adidtory to those of Adamsoet al.
(2006). Indeed, simulation BRPshows a slight filling of 2 hPa after 48 hours compared tgBf)
which is consistent with the results of the PV inversion irmBxe(2007) that the PV generated by

the heat fluxes acts to deepen the cyclone slightly.

The low-level jet seen in the simulations of Beare (2007)dw rwonsidered. Formed by a
reversal of the north-south temperature gradient gemegrain easterly wind shear, this cold air
wraps around the cyclone centre, producing a cold convegibr Bhis provides ideal conditions
for generation of large surface stress, and Beeke. (1996) discussed how an enhanced low-
level jet can increase the amount of boundary-layer Ekmampmg. The location of maximum
surface stress is then found to have a large affect on cydenelopment, consistent with the Ek-
man pumping mechanism. Such a low-level jet was not apparéme LC1 life-cycle simulations
of Adamsonet al. (2006). Figure 3.10 shows the low-level winds at an earlgestaf develop-
ment in simulations AR, on the spherical domain (the Adamsenal. (2006) experiment) and
BDsst (the Beare (2007) experiment). If these low-level windsaagumed to lie within the sur-
face layer, the surface stress is given by the bulk aerodynfommula (Eqn. 2.10a). The surface
stress exerted on the cyclone is therefore proportiondidastuare of the low-level wind. It is
noticeable that the strongest wind-speeds in Fig. 3.10G@}athe southwest of the low centre,
between-15 and—5E, 50-55N, whereas in Fig. 3.10(a) they are to the southedhin the warm
sector (betweern-35 and—25E, 45-50N). Therefore, in the Adamsenal. (2006) experiment,
the strongest winds, and therefore surface stress, aresgi@rof horizontal temperature gradi-
ents and hence significant baroclinic PV generation. HowévdBeare (2007) the low-level jet
wrapping around the cyclone centre enhances wind-speetie southwest of the low, making
the largest surface stress in a region of small horizontapegature gradients and hence little PV

generation.
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Figure 3.10 10 m wind vectors and windspeed (coloured) for (a) simufei®,, on the spherical
domain after 4 days and (b) simulation B} after 24 hours, when the minimum surface pressure

is approximately equal.

Simulation By, displays features of both the Adamsetral. (2006) and Beare (2007) mech-
anisms, as shown in Figure 3.11. Figure 3.11(a) shows tmadaiion BDs, has significant baro-
clinic PV generation, consistent with the mechanism of Asanet al. (2006) and the results of
simulations AL, (Fig. 3.5(a)) and BR (Fig. 3.7(a)). Figure 3.11(b) shows the simulation also
has high windspeeds, and therefore high values of surfaessstwrapping around the cyclone
centre, consistent with the mechanism of Beare (2007) @If(b)). The location and magni-
tude of the windspeed is consistent with a low-level jet gatiieg maximum surface stress in the
well-mixed boundary layer. As discussed by Plant and Bel¢2@07), PV generation through
the baroclinic mechanism has some reinforcement from Elkandrurbulent heat-flux generation
terms (not shown). The generation shown in Figure 3.11(ejrscbetween 5 and 20E, 55-65N,
in a region well placed to allow ventilation from the boundayer. Plant and Belcher (2007)
discuss how this ventilation occurs by the cold-conveydirdiesarly stages of the life-cycle, tran-
sitioning to ventilation by the warm-conveyor belt at lagéages, as the cyclone wraps up (similar
to AD). Once advected out of the boundary layer, the PV appearstasi@ stability anomaly

above the cyclone centre.
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Figure 3.11 (@) Boundary-layer depth-averaged potential vorticityegation by the baroclinic
mechanism (coloured) and potential temperature at 1 knt@aoed, interval 4 K) after 48 hours
of simulation BGy, . (b) 10 m wind vectors and windspeed (coloured) after 24$iotisimulation

BDgL.

Therefore, when a meridionally varying SST, such as thasehdn Chapter 2 is used, surface
heat fluxes are of little importance to the development, aedspin-down is still dominated by
a combination of the Ekman and baroclinic PV mechanismsy @hken a different SST, not in
balance with the initial conditions, is chosen, do surfaeatliluxes play an important role. For
example, in simulation BEsT, the surface heat fluxes act to reduce the frontal gradikading
to less PV generation by the baroclinic mechanism and cgsgim-down to occur primarily by
the Ekman mechanism. Moreover, the boundary-layer PV hudgkminated by surface heat-
flux generated PV, which is not well placed to be ventilatedrfthe boundary layer, and hence is
of little dynamical importance. Previous studies, such as &t al. (1991) and Reeeét al. (1993)
have shown that surface heat fluxes can either increase madeca cyclone’s intensity, but the
general conclusion is that their effect is much smaller thahof momentum fluxes. Their results
are therefore consistent with spin-down cause by the baro&V mechanism, since surface heat
fluxes can create both positive and negative boundary-RYeDepending on the precise location
and sign of this heat-flux generated PV, the effect on spimadoould be positive or negative,

either increasing or decreasing the effectiveness of thecliaic PV mechanism.
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3.4 PV INVERSION

Section 1.2.1 discussed how, given an appropriate balamuditon and boundary conditions,
any PV distribution can be inverted to obtain the full winddaemperature fields. Many pre-
vious studies have used PV inversion techniques to attriagipects of the atmospheric flow to
particular features in the PV field. For example, Davis ancainel (1991), Stoelinga (1996)
and Ahmadi-Giviet al. (2004) (amongst many others) have used the technique afé\ise po-
tential vorticity inversion”. This technique defines vargoPV anomalies of interest within the
domain and calculates their individual effect on the ciatioh, with the complete flow being
reconstructed from a sum of the effects from all PV anomalRiscewise PV inversions are of
particular use in mid-latitude cyclogenesis, since thdutian of the cyclone is often the result
of interactions between several PV anomalies. Davis andnbeig1991) discuss the interac-
tion of upper- and lower-level PV anomalies, whilst Ahm&ii4 et al. (2004) investigate how
a mid-level PV anomaly, formed by strong latent-heat redeaan significantly effect cyclone
development. Here, piecewise PV inversions of the barnadlily-generated PV anomaly will
be used in an attempt to demonstrate its effect on the laggde flow, particularly its ability to
reduce the growth rate. Sections 3.2 and 3.3 have dematsthadt the baroclinic PV mechanism
can be observed in Type-A and Type-B simulations, and tlegatidition of surface heat fluxes
has little effect if a meridional SST gradient is chosen. réfare, for the remaining sections of

this chapter, cyclone simulation BP will be focussed on.

3.4.1 INVERSION TECHNIQUE

To ascertain the effect of the baroclinically generated Rovhaaly, the piecewise inversion tech-
nique of Davis and Emanuel (1991) is used. This techniquasgdon an approximation to the

full PV field, using hydrostatic balance and given by

_9R1 2
PV =5 ((f+D )

p

(3.10)

e 1 Py e 1 Py %0
M2  a2coF@oNOM oNAAM a2 d@dl o@an )’

where® is the geopotential height arads the radius of the Earth. The inversion technique then

relates the streamfunctio) and geopotential height?) using the nonlinear balance condition
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of Charney (1955), given by

o 1, 2 [Rwory [ %y \?
Py=7 (D dJ—Df.Dw—mp(WW—(m) : (3.11)

This balance condition assumes that the flow has no divem@mponent, which already raises
caution about its applicability in near-surface and neantil regions of the cyclone, since the
divergence is often strong here. The balance conditiorss@hly applicable to frictionless flow,

and hence the PV inversion must be conducted on an anomalgletdlhe boundary layer. These

issues will be discussed further in Section 3.4.3.

The inversion technigue and code was initially implemertgdiemianski (1994), with im-
provements by Ahmadi-Givét al. (2004) and Bracegirdle and Gray (2009), and works by com-
pleting two PV inversions. A sub-domain is defined, whichteors the PV anomaly of interest,
and in the first inversion, the complete PV field within thi®<lomain is inverted according to
Equation 3.11 to obtain the streamfunction and geopotlemight fields. The code uses an it-
erative procedure to obtain successively better apprdiomato the flow, recalculating the PV
from the inverted fields by Equation 3.10 and comparing thighe initial PV distribution. The
inverted streamfunction and geopotential height are thedified until the final PV distribution
is within a pre-defined tolerance of the initial PV distrilomt. The boundary conditions are cho-
sen as “Neumann” boundary conditions, i.e. the potentraperature on the boundaries is fixed.
The other common method of defining boundary conditionsas‘Birichlet” method, in which
the wind (or geopotential) on the boundary is fixed. Ahmai-@t al. (2004) discuss how in
practice, the choice of boundary condition has almost necefbn the results. For the second
inversion, the anomaly is defined and removed, by settind’#¢o a background value within
the anomaly region. Then the resultant PV field is invertegiragThe flow induced by the PV

anomaly is then given by the difference between the two siwarresults.

3.4.2 INVERSION RESULTS

Figure 3.12 shows a PV cross-section through the low pressemtre at the time when the in-
version was conducted. As discussed in Section 3.4.1, thadmcondition is only applicable to
frictionless flow, and therefore the boundary-layer mustdrmoved from the inversion domain.

Since the inversion code works on pressure levels, the laoyddyer top was defined as the
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Figure 3.12 East-west cross-section through the low centre after 48sholusimulation B,
showing potential vorticity (coloured) and pressure (congéd, interval 50 hPa). The solid black
line represents the boundary-layer top and the white boume the regions in which PV was

defined as being anomalous.

900 hPa surface and represents the bottom boundary of thesiom sub-domain. Figure 3.12
shows that the boundary-layer top is very close to the 90GhHRace across much of the domain.
Only behind the cold front (between the low centre and 10Esdhe boundary-layer top deviate
greatly from the 900 hPa surface, extending up to 750 hPa.eMewvif 750 hPa was used at the
boundary-layer top definition, then most of the baroclithjcgenerated PV anomaly would also

be excluded from the inversion domain.

The first inversion conducted involved defining the PV angnadlinterest as the PV sitting
above the boundary-layer top above the cyclone centre. Vhan®maly was defined to exist
between 850 and 700 hPa, and the lower white box shown in &igur illustrates the region
in which the PV was defined as being anomalous. As shown, diisition captures the bulk of
the baroclinically-generated PV anomaly, whilst exclgdamy other PV. The inversion technique
outlined in Section 3.4.1 was used, with the background Pidined from a simulation of cy-
clone BD with no boundary-layer scheme operating B he results are shown in Figure 3.13.
Figure 3.13(a) shows that the PV anomaly has a cycloniclaition and a positive static stability

anomaly associated with it (increased potential temperatbove the anomaly implies a greater
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Figure 3.13 PV inversion results for simulation Bfp at 48 hours showing (a) the low-level PV
anomaly at 850 hPa (black contours, interval 1 PVU), winttifieduced by the anomaly at
850 hPa (vectors) and potential temperature anomaly at P&(doloured). (b) 850 hPa geopo-

tential height anomaly (coloured) and minimum sea-levekpure (contoured, interval 4 hPa).

vertical temperature gradient and therefore increaséid stability), which are, by definition, the
two effects that should combine to create a positive PV ampriiae positive vorticity anomaly is
small, with an increase in vorticity e 30% caused by the PV anomaly. Consistent with Adam-
sonet al. (2006), a greater amount of the PV is partitioned into stst@bility, with a doubling
(i.e. a 100% increase) in static stability caused by the Rifraaly. Therefore, the greater effect of
the PV anomaly is the increase in static stability, whichuith@ct to reduce the cyclone growth
rate. Figure 3.13(b) shows that the geopotential heighinaihp associated with it is negative,
i.e. that the instantaneous affect of the anomaly is to de#yecyclone, albeit by a small amount

(= 10% reduction in the geopotential height field).

The inversion results are not in contradiction to the bamgzPV mechanism however. The
mechanism is concerned with the dynamical affect of the Rdfrealy on the interaction between
tropopause and surface anomalies, reducing their coupliingerefore the instantaneous effect
of the positive PV anomaly is expected to be a deepening,heutimne-integrated effect should

cause spin down. Therefore, two further PV inversions wargexd out in an attempt to ascertain
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the shielding influence of this low-level PV anomaly. As dissed in Section 1.2.1, the cyclone
grows due to the interaction of the upper-level (tropopaB&eanomaly with the surface potential
temperature distribution. The positive vorticity asstaiwith the upper-level anomaly enhances
the surface temperature wave, causing the cyclone to ifgefherefore, by performing a PV
inversion on this upper-level anomaly, its effects at thdas@ can be found. If the baroclinic PV
mechanism is acting as expected, the influence of this upperanomaly at the surface should

be greater if the lower-level anomaly is not present, i.théfe is no shielding effect.
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Figure 3.14 PV inversion results for simulation Bdp at 48 hours showing the flow induced by the
upper-level (tropopause) PV anomaly at 850 hPa (coloursvacibrs) and the 900 hPa potential
temperature (a) with the low-level PV anomaly present andv(tihout the low-level PV anomaly

present.

An upper-level anomaly was defined as the difference betweefull PV field and the time-
mean PV field over the cyclone life-cycle. The PV was definetheing anomalous between
500 and 200 hPa in the vertical, with the upper white box inuFég3.12 demonstrating that
the trough is located mainly within this area. Figure 3.14f@ows the 850 hPa winds induced
by the upper-level PV anomaly with the low-level anomalysert. It is clear that the winds are
acting to enhance the wavelike pattern shown in the 900 hteata temperature. Figure 3.14(b)
shows the same diagnostics when the low-level barocligicgnerated PV anomaly (lower white

box in Fig. 3.12) is removed. With the low-level anomaly rema, the influence of the upper-
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level feature is enhanced. This shows that without the vell anomaly present, the upper-
level feature would have a greater influence on the surfatenpal temperature field, eventually

leading to a stronger cyclone forming.

3.4.3 PFROBLEMS WITH PV INVERSION

Whilst suggestive of the dynamical response to the barcalig-generated PV anomaly, the
results presented above must be treated with caution. ThEn@ysions are being carried out
very close to the boundary layer, and very close to frontgiores, both of which are typically
associated with strong divergence. This means that themgésun of non-divergent flow is not
a particularly good one. To demonstrate this, Figure 3)18itaws the difference between the

(a) 5ms’— (b)
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Figure 3.15 Error in the PV inversion technique for simulation BDat 48 hours showing (a) the
low-level PV anomaly at 850 hPa (black contours, intervaVUPand divergent part of the flow
at 850 hPa (colours and vectors). (b) Geopotential heightnaty associated with the divergent

part of the flow (coloured) and minimum sea-level pressuoat(red, interval 4 hPa).

full wind field and the non-divergent wind field used for the Version (i.e. the full wind field
minus the wind field obtained from inverting the full PV fieldComparing to Figure 3.13(a)
demonstrates that the signal from the PV inversion is of dreesorder of magnitude as the

error in the inversion technique. Figure 3.15(b) shows thlegeopotential height field minus
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the geopotential height field obtained from inverting thié RY field, and shows that there is a
difference of~ 75 m. The signal of the PV inversion shown in Figure 3.13(l)riy ~ 125 m,
showing that the errors associated with the PV inversiomBassimilar order of magnitude to the
results being obtained. There is no obvious way to rectify, ts there is presently no better way
of performing a PV inversion. Nevertheless, the qualitigpects of the PV inversions should
be robust and are certainly indicative of the effect of theblmically-generated PV anomaly on

the cyclone evolution.

3.5 INTERACTION BETWEEN MECHANISMS

Sections 3.2 and 3.3 have presented results which suggestdtner than being two competing
mechanisms for cyclone spin-down, there is some intemadi&iween Ekman pumping and the
baroclinic PV mechanism. This section will therefore foausthe interaction between the two

mechanisms, showing how Ekman pumping appears to supgobiatioclinic PV mechanism.

3.5.1 BOUNDARY-LAYER MODIFICATION

Beare (2007) conducted two sensitivity experiments thatlued switching off the boundary-
layer parameterisation in stable or unstable boundarydayiéis was achieved by determining at
each timestep whether the boundary layer was stable orhl@staven by the sign of the surface
buoyancy flux (Egn. 2.22). The effect of the boundary layes Ween removed by settingp
(Egn. 2.15)CH (Eqn. 2.17)Km andK}, (Egn. 2.25) to zero. Whilst it was observed that the case
with only a stable boundary layer had a greater affect onocycintensity, the reasons for this
were not fully investigated. In simulation Bdp, the differences between the case with only a sta-
ble boundary layer (BBs.) and the case with only a convective boundary layer{BD are much
smaller, indeed both changes have similar sized effecteamnytclone intensity (Figure 3.16(a)).
Figure 3.16(b) shows the Ekman pumping velocity and boyntdser depth averaged PV, along
with the line separating stable and unstable boundary saykris noticeable that most of the
boundary-layer PV (and PV generation by comparison to Ei@it1(a)) is located within the

stable boundary layer. Therefore, simulation &P represents effectively a no-PV mechanism
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Figure 3.16 (a) Time evolution of minimum sea-level pressure for sirtiata BDg, (Black),
BDsp, (red), BD-g. (green) and Bl (blue). (b) Snapshot of simulation BD at 48 hours
showing boundary-layer depth averaged PV (coloured), Bkpuemping (black contours, inter-
val 1 cms !, negative values dotted) and the demarcation betweerestall unstable boundary

layers (dashed line).

simulation. The Ekman pumping is more complicated as itlisabh across the stable and unsta-
ble boundary layers. However, the strongest Ekman pumfaingted coincident with the cyclone
centre, is in the convective boundary layer. This is the Bkmamping that should be leading to
vortex squashing in the interior (since this is the locatbihighest vorticity), and so simulation

BDgsg, should remove this effect, leaving only weak Ekman pumpinthe WCB region.

Figure 3.17 shows cross-sections through the low centrsifiaulations B[@g, and BDsp,..

As expected, simulation Bgy, (Fig. 3.17(a)) has no PV anomaly present above the low centre
With no friction in the stable boundary layer area, the stefstress is zero meaning that no PV
generation by the baroclinic mechanism can occur there.(E&). There is no PV available to
be ventilated on the warm-conveyor belt and a PV anomaly doeappear above the low centre.
Hence for this simulation any spin-down effects must coromfthe Ekman pumping mechanism.
There is still a peak of surface stress to the south and wekedbw centre (not shown; similar

to Figure 3.11(b)) and therefore an Ekman pumping veloditheboundary-layer top above the

low centre.
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Figure 3.17 East-west cross-section through the low centre at 48 hborgiag potential vorticity
(coloured) and potential temperature (contoured, inteh\g) for (a) simulation BQ}g, , and (b)

simulation BDsp, .

By comparison, simulation Bgy, (Fig 3.17(b)) does still show PV generation occurring near
the cold front & 15E) and a PV anomaly located above the low centre. Howevergénera-
tion does not appear as strong, nor the PV anomaly as welledefia Figure 3.7(b). Adamson
et al. (2006) suggested that Ekman pumping in the region of the kenire helped to shape the
PV anomaly in such a way that it was most associated withcssédbility, whilst enhancing the
increased static stability by isentropic lifting withinettboundary layer. This simulation, which
lacks any Ekman pumping in the region of the low centre seenssipport this view. The isen-
tropes pass closer to the ground in the region of the low egdgmonstrating that they have
not been lifted by the Ekman pumping. This leads to a PV anpmwhich is weaker and less
well-defined, with a lower static stability. NevertheleBggure 3.16(a) demonstrates that it is still
capable of spinning down the cyclone, although not by as masalihen the two mechanisms are

combined.

Figure 3.16(a) also shows that the effects appear to adarhinée. the sum of the spin-down
created in simulations BEy. and BDsg, appears to give the spin-down in simulation 8D
However, the timing of the spin-down appears different leemvsimulations BBs. and BDsg,..
Simulation BDxg. appears to follow the development of simulation 8Blthough with a reduced
growth rate throughout the life-cycle. This is consisteithwthe baroclinic PV mechanism’s effect
on the tropospheric static stability. However, simula8idcg, appears to deepen rapidly (similar

to BDgp), and then have a sharp reduction in growth rate after 50shdlinis is consistent with
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Ekman pumping becoming an important spin-down mechanistieasyclone reaches occlusion
and enters a barotropic decay phase. Simulatiog BBen shows features of both, with a reduced

growth rate throughout the simulation and a sharp reduetien45 hours.

3.5.2 SJRFACE ROUGHNESS EFFECTS

It was suggested in Sections 3.2.3 and 3.5.1 that there nsynbe interaction between the Ekman
and baroclinic PV mechanisms. Section 3.2.3 showed thagBlpumping is not just located near
the cyclone centre, but also extends into the warm-conviegtirregion, assisting with the low
level ascent of the WCB. Similarly, Section 3.5.1 demonsttdnow Ekman pumping near the
low centre assists with the shaping of the PV anomaly and mmiaation of the increased static
stability. Hence it seems probable that, rather than bedngpeting mechanisms, both effects are

inherent parts of the boundary-layer structure and mudhdagght of together.

Ekman pumping (Egn. 3.2) is a function of surface stress, avhereas baroclinic PV gen-
eration (Eqn. 3.8) is a more complicated function of surfsicess, temperature gradient and the
angle between them. As discussed in Section 2.3, the sustegss is, amongst other things, a
function of the roughness lengtip). This is the most reasonable quantity to change if we want to
modify the surface stress in a realistic way, since it depdsdely on the surface type rather than
cyclone or boundary-layer parameters (although over agdace, the Charnock relation does in
fact makezy a function ofu,.). Therefore, by systematically reducing the roughnesgtkefiom its
typical sea-surface value ef 10~* m, the Ekman pumping can be reduced. However, baroclinic
PV generation still remains strong, since although theaserfstress decreases, the temperature

gradient and angle between them remains large, allof@ag(Eqn. 3.8) to remain large.

Figure 3.18 shows the results of two such experiments, negube roughness length of
simulation By, to a fixed value of 108 m (Fig. 3.18(a)) or 10*® m (Fig. 3.18(b)). Both of
these values are unrealistically small for any surfaceihigkely to be found, but serve as useful
demonstrations of how removing Ekman pumping also modifie$V structure. Comparison to
Figure 3.7(b) shows that the PV anomaly is still present altbg low centre, with PV generation
still occurring ahead of the cold front. However, as the atefroughness is reduced, the PV

anomaly gets closer to the surface. The lack of Ekman pummpieans that the low level ascent
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Figure 3.18 East-west cross-section through the low centre at 48 hdwwisnalation BDs. show-
ing potential vorticity (coloured) and potential temperat (contoured, interval 4 K) for (a)
2 =1x10%m and (b)zgp = 1 x 107® m. The thick black line denotes the boundary-layer
top.

in the warm conveyor belt is reduced, leaving the barodilyegenerated PV near the surface.
This is consistent with results presented by Sinattial. (2010a), who demonstrated that the
ventilation of a passive tracer from the boundary layer @kioed in very low-drag simulations.
The PV still accumulates in the vicinity of the low centret bince there is no Ekman pumping
to lift the PV from the surface and support it above the boupndyer, it sits as a positive PV

anomaly on the surface, within the boundary layer.

This demonstrates how the mechanisms are linked. Attemptinemove the Ekman pump-
ing mechanism has distorted the baroclinic PV mechanismhésoughness length is reduced,
the cyclone becomes stronger, tending towards the evolutithout the boundary layer present.
It would appear that this is partly due to the lack of Ekman ping, but also due to the distortion

of the PV anomaly and removal of the enhanced static stabitiove the boundary layer.

3.6 CONCLUSIONS

This chapter has discussed two potential mechanisms byhitécboundary layer can act to re-
duce the intensity of mid-latitude weather systems. Thincaidpierarchy of theoretical and com-

putational models, it has been shown that the traditionah&k pumping mechanism does not
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fully account for the internal dynamics of the boundary faygmulations of a barotropic vortex
demonstrated that it would not be unrealistic to consideratfiect of the boundary layer simply
as an imposed “Ekman pumping” velocity beneath the vortéhas often been assumed (e.qg.
Card and Barcilon, 1982; Farrell, 1985) that this approaa ke used for baroclinic cyclones.
However, the Eady model and more complicated numerical lsiions have demonstrated that
in a baroclinic cyclone, the three-dimensional structune @volution of the boundary layer needs
to be considered. This highlights the importance of représg boundary-layer processes in the
most realistic manner possible. The long-tailed stabiilityctions (Eqn. 2.27) have been shown to
be unrealistic when compared to observations and largg-sdtlations (Bearet al,, 2006), but
Beljaars and Viterbo (1998) discuss how they are requirddinvhumerical weather prediction
(NWP) models to give the correct Ekman pumping within cyeand improve skill scores. The
improvements they cause are likely to be a case of compagsatiors, and recently Browet al.
(2008) have shown improved skill scores from the use of meaéstic stability functions, com-
bined with other improvements to the boundary-layer patarisation. It is possible that these
improvements are due to a better representation of the IodcoBV mechanism compensating

for the reduced Ekman pumping.

Section 3.3 demonstrated that the surface sensible heatdlwhave a large effect on the
structure and evolution of the boundary layer. However, dfiect on the large-scale cyclone
evolution is more modest, which is in broad agreement wigvipus studies (e.g. Kugt al,, 1991,
Reedet al,, 1993). It was demonstrated that both the Ekman and baioé&tv mechanisms can
be seen operating within the same cyclone simulation, anfatgbreviously stressed by Adamson
et al. (2006) or Beare (2007). Use of a PV inversion demonstrateditgtively that the shielding
effect is happening, but errors inherent in the inversichiéue prevent these results from being

anything other than indicative.

The interaction between the mechanisms was establishethastigated by modifying the
boundary-layer characteristics. Selectively switchiffghe boundary-layer parameterisation de-
pending on stability attempted to separate the mechanisotinstead demonstrated how the
baroclinic PV mechanism is partly reliant on Ekman pumpimbis was further investigated by
reducing the roughness length, showing how, in the abseihE&rman pumping, baroclinically

generated PV cannot be ventilated as efficiently from thenary layer. It also does not form a
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suitably shaped static-stability anomaly above the boynaldger top, and therefore the average
tropospheric static stability is not increased by any sigamnt amount. Since there is no longer

any shielding effect produced by the increased staticli#talai stronger cyclone is formed.
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CHAPTER 4:
BOUNDARY-LAYER PROCESSES IN

MOIST LIFE CYCLES

4.1 INTRODUCTION

The atmospheric boundary layer is typically thought of urtde» broad categories: (i) a single-
column boundary layer forced by the diurnal cycle over a landace, where the growth and
characteristics are determined by the surface energydsgland, (ii) a two-dimensional internal
boundary layer, growing downwind of a change in surface attaristics (e.g. a rural to urban
boundary). However, synoptic-scale atmospheric phenanaéso control the structure of the
boundary layer in complex, three-dimensional ways. Thiseen highlighted recently by Sin-
clair et al. (2010b) through idealised, dry, simulations of mid-latiéucyclone waves. Strong
surface heat fluxes can result from the large-scale therdvalciion of heat within such synoptic
systems, driving the boundary-layer structure. This pceduarge areas that are consistent with
classical stable and unstable boundary-layer regimesytigh undergo transitions as the system
evolves. Sinclairet al's (2010b) results provide a simple conceptual model of dyyrigary-
layer structure on synoptic scales, but raise the questiantheir results can be extended in the

presence of a moist atmosphere.

Previous studies of boundary layers under synoptic systevestended to be observationally
based. The Joint Air-Sea Interaction Project (JASIN) wasigieed to observe the physical pro-
cesses causing mixing in oceanic and marine boundary lagedsquantify aspects of the heat
and momentum budgets in mid-latitude regions. Businger@marnock (1983) discussed the
large-scale boundary-layer structure, commenting howotiserved cloud layer, typically con-
taining cumulus and stratocumulus, was “apparently maiathby processes occurring on scales

greater than 50 km” (Businger and Charnock, 1983, p. 446y Hiso noted that subtle differ-
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ences in the boundary-layer structure can lead to largerdiites in the formation and dissipation
of clouds, demonstrating how processes acting over a witlgeraf spatial and temporal scales

are responsible for the observed boundary-layer struetugesvolution.

Other observational studies have tended to focus in detadne aspect of the interaction
between the boundary layer and synoptic scale. Taylor anan®u(1983) provided a detailed
description of the interaction of a warm front with the boandlayer, whilst a similar perspective
on the boundary-layer structure near a cold front is praviole Berger and Friehe (1995). The
latter study formed part of the Experiment on Rapidly Inigtirsg Cyclones over the Atlantic
(ERICA), for which Neimaret al. (1990) also provide a detailed description of surface sdmsi
and latent heat fluxes under a rapidly-intensifying cycladeng with the effect of these fluxes

on the cyclone’s evolution.

The problem with observational studies is that most cyalegis events occur over the open
ocean, where even during intensive observational camgaifie coverage and the horizontal
and vertical resolution of data can be low, meaning thatalger-scale structures are not well ob-
served. Therefore a computational modelling approach éas bsed (e.g. Kuet al, 1991; Levy,
1989) to ascertain the detailed cyclone—boundary-layeraction. However, initial condition and
model uncertainty can lead to differing results from maddglktudies, even when simulating the
same cyclone. Therefore, an idealised modelling approaci as that taken by Nuss (1989) and
Beckeret al. (1996) is chosen. This allows the boundary-layer respomsedeneric and well-
defined large-scale perturbation to be investigated, akaseiny feedback processes involved,

without more complex atmospheric flows distorting the syitegcale evolution.

Idealised cyclone-wave life cycles (e.g. Thorncreifial, 1993) have been used to study the
structure, evolution and energetics of cyclone-antiayelsystems and their role in the poleward
transport of heat and momentum. However, due to the needctarate parameterisations of
convection, cloud microphysics and precipitation, stadiémoist cyclone-wave life cycles are
relatively few in number. Gutowslet al. (1992) and Pavaet al. (1999) describe large-scale
features, energetics and moisture transport in cyclonesvaith relatively simple moisture pa-
rameterisations. Furthermore, since they focus on thedsecgle development, they only include
a single-layer parameterisation of surface drag and heatune exchange, and this is done for

completeness rather than to study the boundary layer. Gut@amd Jiang (1998) use improved
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parameterisations to study the effects of surface fluxeb@imteraction between shallow cumu-
lus and cyclone waves. Their results demonstrate how cgch@mves are important in redistribut-
ing moisture within the free troposphere, but do not fullyastigate how crucial the boundary
layer is in this process. Field and Wood (2007) used a congosisatellite-observed cyclones
to demonstrate a strong correlation between moisture cgeree in the boundary layer and cy-
clone rainfall rate, but what are the physical processearaag in the boundary layer that form

and maintain this moisture source?

This chapter investigates the synoptic-scale boundasr iayidealised cyclone-wave simula-
tions with almost full physics (simulation AM ). The aim of the work is to determine the struc-
ture of the boundary layer under a developing cyclone wadéaw the boundary layer evolves to
this state during a cyclogenesis event. How the presenceistune modifies conceptual models
of dry boundary-layer structure is investigated, and a eptv@l model of boundary-layer mois-
ture regimes is developed. A guantitative assessment abtaeof the synoptic boundary layer
in redistributing moisture in the horizontal and ventingniio the free troposphere is made. In
Section 4.2 the structure and evolution of the boundaryrlesydiscussed in a qualitative manner,
considering how moisture regimes can be classified in Sedt®. Finally, a quantitative descrip-
tion is added with budgeting techniques in Section 4.4 aadhbisture cycle in a cyclone-wave

is discussed in Section 4.5.

4.2 BOUNDARY-LAYER STRUCTURE

The structure and evolution of the boundary layer underonyekimulation AMy. (Section 2.5.2)
will now be discussed, demonstrating how large-scale gsEsform and maintain the appear-

ance of the boundary layer as the cyclone wave intensifies.

4.2.1 SURFACE FLUXES

Surface fluxes of heat and moisture are calculated in the hbgdaulk relations, given in Equa-
tions 2.10b and 2.10c. The surface fluxes are shown in Figarefter 7 days and show broadly

similar patterns. Within the warm-conveyor belt regionréhare negative fluxes of both sensible
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Figure 4.1 Surface fluxes at day 7 showing (a) sensible heat (colourét)8y— 8; (contoured,
interval 2 K, negative values dotted), and (b) latent healb(ced) withgsa{8s) — g1 (contoured,
interval 1 gkg!, negative values dotted). Wind vectors for every tenthpmidt at the lowest
model level (10 m) are over-plotted on both panels. The L aratddadded to mark the low and

high pressure centres.

and latent heat: warm, moist air moves over the cooler sdaegy losing heat and becoming
super-saturated with respect to the surface, forcing thistare to condense out in a similar man-

ner to dew formation over land.

The main regions of positive heat fluxes are behind the calat frextending into the high
pressure part of the wave. It is noticeable that the maximailones for sensible and latent heat are
not coincident. The greatest sensible heat-flux can be sete teast of the high centre, where
there is the greatest thermal advection of cold air over taemwsea-surface, giving the greatest
contrast in temperature. However, the latent heat-flux éatgist where the greatest saturation
deficit occurs, which is to the south of the high centre, bseadbe air and sea-surface tempera-
tures (SST) are both higher here, and hence the saturagpmuvaressure is larger. The pattern
of sensible heat-flux is similar to that in Sinclaitral. (2010b) for dry cyclone-wave simulations,
and to that in Browret al. (2008) for a real case-study. The main difference from @inet al.

(2010b) occurs in the secondary maximum of sensible (aedtjaheat to the south-west of the
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low centre (-15E, 45N). This is due to a low-level jet which wraps arounel ¢iiclone centre,
generating stronger wind speeds in this location. Couplid tlie stronger advection of cold
(dry) air over a higher SST, this gives rise to the secondaayimum. This feature is caused
by a combination of differences in the cyclone dynamics dredlarge-scale effect of moisture
intensifying the system. The range of values of surface #urehe simulation are similar to
those reported in observational studies (e.g. Neigtaal., 1990; Kuoet al., 1991), and previous

idealised studies (e.g. Nuss, 1989).

Within the surface layer, the stress is given by the bulk @garamic formula, and its distribu-

tion and magnitude can be most easily seen in terms of th@frigelocity

1/2
T
0= (%) Y. (4.1)

The friction velocity is shown in Figure 4.2(a) and shows tlistinct regions of enhanced mo-
mentum transfer. The firstis in the WCB region, coinciderthwiie negative scalar fluxes, whilst
the second is in the region of the low-level jet, coinciderithvthe secondary maxima of the
scalar fluxes. Section 3.3 discussed how momentum tramsfeese two regions can affect the
large-scale development of the cyclone. There is also emltamomentum transfer to the east

and south of the anticyclone associated with air circuipéiround the high pressure system.

4.2.2 BOUNDARY-LAYER STRUCTURE

The bulk stability of the boundary layer is often consideretkrms of the dimensionless quantity
—h/L. This stability measure is shown in Figure 4.2(b), indicatihat the boundary layer is only
weakly stable in the warm-conveyor belt region, with/L values betweer-5 and—10. This

explains the large values of scalar and momentum fluxes snrégiion: although the boundary
layer is stable, there is still significant turbulent mixiatlowing large surface-flux exchanges.
Within the high pressure region, the boundary layer is mostable in the region of highest
pressure, but, as in Sincladt al. (2010b), this is not coincident with the largest surfacedkidue

to the very low wind speeds here. To the very south of the donthe boundary layer is very
unstable, due to the high moisture content and high SSTssalatitude, and conversely to the
very north of the domain the boundary layer is very stable, tuthe low moisture content and

low SSTs.
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Figure 4.2 (a) Friction velocity (coloured) witlCp (contoured, interval @05) and wind vectors
every tenth gridpoint at the lowest model level over-plbttéb) Bulk stability (h/L, coloured)

with pressure at mean sea-level (contoured, interval 4, ls®dpy 7.

Figure 4.2(b) showed how the boundary-layer stabilityettimainly by the surface buoyancy
flux, can be broadly characterised as being stable withiybnic region and unstable within
the anticyclonic region. However, in a simulation with noig, the presence of cloud has a

significant effect on the boundary-layer structure andugiah.

Classical types of boundary-layer development can be wbdavithin different areas of the
system, although the forcing is through large-scale thkeadeaection in this case, rather than
through diurnal heating and cooling. In regions of posisueface fluxes, a convective boundary
layer grows as the wave intensifies. Initially, a single rdil@yer is formed, with capping cloud
created when this mixed layer grows higher than the liftiagdensation level. By day 4 this stra-
tocumulus becomes decoupled from the surface in some pdackshallow cumulus convection
may be initiated beneath it. By day 7 the shallow convectias hecome strong enough in some
places to produce a cumulus-capped layer extending sp3@&m. Figure 4.3(a) shows a vertical
profile through such a boundary layer at this stage of exmiufl here is a moist, well-mixed layer
extending up tox 1 km, over which the turbulent moisture flug & pw(f) decreases from its

surface value down to zero at the cloud base. Above this thesgthere is conditionally unstable
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and moist convection acts to mix the moisture profile thraugthe cloud depth. The liquid

water content of the shallow cumulus is also shown in the éigur
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Figure 4.3 Profiles of specific humidityq), cloud water contentyf), turbulent moisture fluxg),
convective moisture fluxGQF) and precipitation rateR) at day 7, for: (a) the cumulus-capped
post-frontal boundary layer; and, (b) the stable WCB bounteyer. The abscissa units for each
profile are shown on the panels. The horizontal black dashed tenote the MetUM diagnosed
boundary-layer top#,), while blue dashed lines denote the extent of convectigadcchnd red

dashed lines denote the boundary-layer deptlag diagnosed using the method in Section 2.3.4.

Within the warm-conveyor belt region, the boundary layesvet some of the classical fea-
tures of a nocturnal boundary layer. Dew formation on théaserhas already been mentioned
in Section 4.2.1, but above the surface, the air becomeg-sapgated and moisture is forced
to condense out as low-level cloud or fog. The boundaryrlayeicture here is complicated by
large-scale processes which are acting in the lower trdmwsp The large-scale ascent on the
warm-conveyor belt and associated cloud and precipitatioaddition to strong wind-shear, all
contribute to a large amount of mixing within a boundary tayat would be considered stable on
buoyancy grounds. Figure 4.3(b) shows a vertical profileugh this warm-conveyor belt region.
The humidity profile remains well-mixed throughout a largedr of the atmosphere since mois-
ture is being lost to the surface, but also mixed upwardsimwttie cloud layer. Section 4.4.2 will
discuss how large-scale advection is having an effect obdhedary-layer moisture distribution

at this point. There are two distinct layers of cloud visjlae well above the boundary layer
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on the conveyor beltX 3 km high) and another within the boundary layer 00— 2500 m).
The upper layer of cloud is precipitating, and this preeidin is enhanced by the lower layer of

cloud.

It is also worth noting that the cyclone wave is constantlypaigating eastwards, and so at any
fixed point in space, the boundary layer will be transitigniretween these stable and unstable

regimes on a timescale of-34 days.

4.3 MOISTURE REGIMES

Thus far, boundary-layer regimes have only been consideredms of stable or unstable bound-
ary layers forced by the surface sensible heat-flux. Whilstdlassification is undoubtedly useful,
it does not provide any information about the boundary{layeisture structure. Mahrt (1991)
attempted to classify regimes dependent on their staldlity moisture availability, using bulk
stability (—h/L) and Bowen ratiolfls/AEs). The phase space of bulk stability and Bowen ratio is
plotted in Figure 4.4(a) for the 3060N latitude range. The figure shows three distinct regidns o
interest. Quadrant 1 is a region of positive buoyancy witihh Bowen ratio. This signifies a con-
vective boundary layer where the latent heat-flux exceeglséhsible heat-flux, and corresponds
to an area behind the cold front extending into the highgunes Moisture is freely available
from the sea-surface and the thermal advection of relgtiv@ld air controls the stability. Within
calm regions, near the high centre, buoyancy dominatesutbalence, whilst in windy regions

to the east of the high-centre there is also shear-genetatadence.

Quadrant 2 corresponds to a weakly stable boundary layér laitje Bowen ratio. Both
the sensible and latent heat fluxes are negative, and thisspands to the warm-conveyor belt
area to the south-east of the low centre. As warm, moist airesipolewards over a colder sea-
surface, fluxes act to reduce both the heat and moisturerdgontée latent heat-flux is limited
since dew-formation is only one of three possible procets#sremove moisture from this air.
As discussed in Section 4.2.2, the moisture can also coadrrisvithin the air to form low-level
cloud or fog, whilst the large-scale ascent on the warm-epow belt can also ventilate moisture
from the boundary layer into the troposphere. In contrdmt,sensible heat-flux can grow very

large because the loss of heat to the surface is the only weyolcthe air. This gives rise to the

Page 91




Chapter 4: Boundary-layer processes in moist life cycles

€)) 70N

60N

50N

40N

Bowen ratio

30N

4

] 20N -
] -30E -15E 0 15E 30E

P R . - E N R R
-60 -40  -20 0 20 40 60

Bulk Stability (-h/L) 55 -45 -35 25 -15 5 5 I]; 25 35 45 55 65 75 85

Figure 4.4 (a) Bowen ratio and bulk stability phase space for the-80ON latitude band (black,
30— 40N; blue, 40- 50N; red, 53- 60N). The quadrants are labelled for ease of referencerwithi
the main text. (bPp* = (—h/L)(Hs/AEs) (coloured) with mean sea-level pressure (thin contours,
interval 4 hPa) at day 7. Regions of cumulus-capped boundgeys are also marked, by thick

lines.
large Bowen ratios observed in this regime.

The third region, in Quadrant 3, consists of a weakly stalendary layer with negative
Bowen ratio, implying a positive latent heat-flux. This @girepresents a transitional regime
between the two extreme cases discussed above. FigureaWs #ie relevant areas within the
wave, where the boundary layer is only weakly stable on booya@rounds, but shear-induced
turbulence from the low-level winds is sufficient to causeparation into the unsaturated bound-
ary layer. In some places, values of béthandAEg are small however, which can result in some

large values of Bowen ratio wheMes approaches zero more rapidly thidg

Mahrt (1991) considered two prototype moisture regimesoentary layer drying by en-
trainment from above, or one moistening due to surface flukieese were characterised in terms
of the nondimensional quantiy*, defined as

. ( h\ Hs
o - (D). @
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Figure 4.4(b) shows this quantity at day 7 in the life cydé.is largest when-h/L is large and
Es is small, which corresponds to a convective boundary layitr kittle surface moisture flux.
Under these conditions, the boundary layer is characteligéarge eddies, which will contribute
to significant entrainment of drier air from above, hencerabizrising the entrainment drying
regime. Conversel\D* is small and positive wherh/L is small andEs is large, corresponding
to a weakly convective or shear-driven boundary layer vatiyeé surface evaporation. Here, the
boundary layer is moistening from below with little entnaient of drier air from above. Both
these regimes can be seen in the post frontal and anticgclmaas of the wave, with large*
coincident with the high-centre and smBit to the east of this. It is also noticeable that small
values oD* match regions of cumulus convection, whereas large valiuBs$ are coincident with
areas of a single mixed layer, consistent with the notiohéh#&rainment drying of the boundary

layer is inhibiting shallow convection and cloud formation

The results presented here show that a third moisture reigimso required in this classifi-
cation scheme, one defined by negative valud3*adnd characterised by a stable boundary layer
losing moisture to the surface via condensation. Howewenptex synoptic-scale airflows within
this area of the cyclone wave could result in the boundargrlag a whole either drying or moist-
ening, depending on the composition of the air convergirig iin For this reason, a budgeting

technique is applied in the next section to unravel the tffetthe relevant airflows.

4.4 BOUNDARY-LAYER BUDGETS

4.4.1 DERIVATION OF MOISTURE BUDGET

To determine the redistribution of moisture by the cyclorevey the boundary-layer budgeting
techniques used by Sinclast al. (2010b) are followed, only instead of the total mass condént

the boundary layer, the total moisture content is of interes

/A /0 " nqdzdA 4.3)

whereq = qy,+ q + gs. Reynolds averaging Equation 2.5 gives rise to the moigquation

0
pwa') +S, (4.4)

g(pq) + 0.(pqu) = —a—z(

ot
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where s is a source or sink term from processes other than boundgey-iturbulence. The
evolution of total moisture is obtained from a volume-imtdgof Equation 4.4. The first term

from the left-hand side of Equation 4.4 can be simplified gisire Leibniz-rule:

// 3 P dZdA_/ B (/ pqd> (pQ)h?] dA (4.5)

The second term from the left-hand side of Equation 4.4 requhe use of the divergence theo-

rem:
h
/A/O O.(pqu)dzdA= /Spqu.nds (4.6)

whereSis the surface enclosing the boundary-layer control volameén is the unit normal to
this. Since the equation is already Reynolds averaged thero mean flow through the bottom
surface and the surface integral can be separated intalmdrins from the sidesBx h, where

B is the boundary t&) and top ) of the control volume:

h
/pqu.ndS:// pqv.ndde+/(pq)hu.ndT. 4.7)
s B.Jo T

Since the boundary-layer top can slopeiandy, the area elememT # dA, but rather they are

oh oh
o= oo (2 (2) on 49)

Using this relation and the divergence theorem in two dinugssgives

/A/Oh D.(pqu)dsz:/A[Dz. (/thquz> +(pq)hu.ﬁ} dA (4.9)

~ 2 2 . . . .
wherefi = n\/1+ (%) + (g—g) . Finally, the terms on the right-hand side of Equation 4et ar

related by

volume-integrated thus:

// { (pwe) +5} dZdA—/A[—(pw—d)w(pw—d)w/ohsdz} dA (4.10)

Combining Equations 4.5, 4.9 and 4.10 and dropping theiiatieg over the arbitrary are the
moisture budget equation is obtained:

o oh R .
3P0 = (PA)ngr —(Pd)nu-A —Ho.pav —(PW)n + (PWd)o+ S (4.11)
M 2 3 4 5

t

1
wherey = fg‘ xdz The subscriph denotes a quantity evaluated at the boundary-layer top, or
if there is a sharp inversion present, just below the inearssince the entrainment flux is con-

tained in term 4. Written in this form, term 1 represents twal change in boundary-layer depth,
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term 2 represents advection across the boundary-layeteop, 3 horizontal divergence within
the boundary layer, term 4 the net vertical transport by Hawytlayer turbulence and term 5 the
net precipitation falling through the boundary layer. A eaw/follows to this: shallow cumulus
convection is also capable of moving moisture across thedemy-layer top, and if the model
were fully convection resolving, then such transport wduddncluded within term 2. However,
shallow cumulus is parameterised within the model, seplgréitom the boundary-layer param-
eterisation. Thus, there is an additional contributionréms$port across the boundary-layer top,

which will be considered separately and denotefpasv)cony-

4.4.2 APPLICATION OF MOISTURE BUDGET

Numerical evaluation of the individual terms in Equatiof¥produces a budget which is well-
balanced. It also demonstrates that there is a negligibi&gibation from the fifth termys, since
the precipitation is generally falling from above the boarydayer straight through to the surface,
with little evaporation into the moist air beneath the waramveyor belt. There is also a negligible
contribution from the entrainment fluw/q';,, since entrainment is typically of drier air which does
not affect the total moisture content. At any fixed point insp the overall rate of change of total
moisture (left-hand side of Equation 4.11) is strongly éidko the rate of change of(term 1),
due to the eastwards progression of the cyclone wave fotbi@dransitioning boundary-layer
structures discussed in Section 4.2. This is shown in Figuse and shows that moisture is
gained as the boundary layer grows with the passage of thdrooit, and is lost as the boundary
layer shrinks with the approach of the stable WCB regione dtier terms in the budget (2, 3, 4
and(pgw)cony) Provide insight into the system-relative moisture flowd &ow-level water cycle,

and these are shown in Figure 4.6.

As moisture is evaporated from the sea-surface behind fddromt and in the high pressure
regions (Figure 4.6(c)), horizontal divergence forced byrimary-layer drag transports moisture
within the boundary layer away from this region. This maimtethe saturation deficit, allowing
strong evaporation to be maintained. This is a continuatgs® occurring throughout the life
cycle, ensuring that regions of positive latent heat-fluxendoecome saturated and regions of

frictional divergence never dry out.
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Figure 4.5 (a) Rate of change of total moisture in the boundary laydt-flend side of Equa-
tion 4.11 and (b) tendency in boundary-layer moisture gundiele to the change in boundary-
layer depth (term 1), both at day 7 (coloured). The pressuraean sea-level is overplotted

(contoured, interval 4 hPa).

Since the divergence term (Figure 4.6(b)) cannot produtenoégsture transport out of the
boundary layer, this moisture must converge elsewhereeimyblone-wave boundary layer. The
convergence, forced by surface drag and large-scale aggbist flow, occurs in the footprint of
the warm-conveyor belt. This leads to a large build-up ofstuwe in the WCB region, resulting
in the saturated boundary layer discussed in Section 41B2e$0oisture is returned to the surface
via latent heat exchange, but the majority of this moistareaded onto the warm-conveyor belt

and ventilated from the boundary layer by the large-scaterdggFigure 4.6(a)).

Warm-conveyor belts are almost 100% efficient at convertingsture into precipitation (Eck-
hardtet al., 2004), and hence most of this moisture loaded onto the WdlRilvmately return to
the surface as precipitation. This completes a cycle of tm@gransport from the surface to the
troposphere and back, forced by the cyclone wave and mddigtthe boundary-layer dynamics.
However, it is noticeable from Figures 2.12(a) and 4.1(la} the surface precipitation from the
WCB is in a very different location to the surface evapomgtishowing how the cyclone wave

and boundary layer act together to transport moisture ldigfances, both in the east-west and
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Figure 4.6 Tendencies in boundary-layer moisture content (colousgdjay 7 due to various
terms in the budget (Equation 4.11). (a) advection acrosdtiundary-layer top (term 2); (b)
horizontal divergence within the boundary layer (term 8);r(et vertical transport by boundary-
layer turbulence (term 4); and, (d) transport by shallowveation (pgw)cony). The pressure at

mean sea-level is overplotted (contoured, interval 4 hPa).
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north-south directions.

Within the anticyclonic region, large-scale subsidences@scsome moisture from the free
troposphere into the boundary layer. However, this terrgufe 4.6(a)) is small compared to the
evaporation term (Figure 4.6(c)), which leads to a majdedéhce between the moisture budget
and the mass budget, which was considered by Sinefat. (2010b). Large-scale subsidence is
a major source of mass-flow into the boundary layer, but thisoit the case for moisture since
the subsiding air tends to be much drier. There is also somi&at®n noticeable south of the
low centre and wrapping westwards around the south of the jligssure. This is matched by
convergence, as shown in Figure 4.6(b), and is associatbdhve cold front, which at this stage
is intensifying and starting to form a long, trailing fronthigh almost wraps around the entire
domain. The convergence of air forming the front is also easfble for moisture convergence
and ventilation through frontal ascent. Ventilation appeenhanced directly south of the low
centre due to sharp gradientshmear the cold front, so that there is a tendency for the baynda
layer to be ventilated via frontal outflow. However, term 1Hquation 4.11 acts to balance this
frontal outflow, since at a fixed point in space, the boundaygl is growing in time as the front

passes over it.

The other major difference to the dry simulations is thegspamt of moisture by shallow con-
vection (Figure 4.6(d)). Whilst the strongest ventilatiehmoisture is on the warm-conveyor
belt, the large area over which shallow convection occuranma¢hat the total, domain-integrated,
moisture ventilated by the two processes is comparable.hétime shown (day 7), moisture
is being ventilated at a rate of3x 1% kgs™! by large-scale advection (i.e., due to term 2, as
in Figure 4.6(a)), compared with®x 108 kgs™! by shallow convection (i.e., due {@qw)cony,
as in Figure 4.6(d)). Indeed, the two processes are of cabfgimportance throughout much
of the life cycle, albeit with shallow convection triggegirslightly earlier in the life cycle and
with the large-scale moisture flux becoming the strongecgss as the cyclone-wave intensifies.
Gutowski and Jiang (1998) discussed how moisture intradiirde the troposphere at the shallow
convective cloud-tops can be advected eastwards and polews the cyclone wave. However,
unlike the warm-conveyor belt flow, this moisture flow does$ ascend, but rather remains be-
tween 3 and 4 km for several days, before converging in thiemeaf the cold front. This shall

therefore be investigated further in the next section.
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4.5 MOISTURE CYCLE OF A CYCLONE -WAVE

Section 4.4.2 has demonstrated that there are two maingzes®y which moisture is ventilated
from the cyclone-wave boundary layer — large-scale asaeth® warm-conveyor belt and con-
vective ventilation in shallow cumulus clouds behind thieldoont. However, it was also shown
that the main source of boundary-layer moisture was frorfasarevaporation behind the cold
front. Therefore, the cyclone boundary layer is capablekiihig moisture from a single source

region and processing it through two separate ventilaggons.

Figure 4.7(a) shows a time series of boundary-layer véiatildrom these two processes over

the life-cycle. As discussed in Section 4.4.2, the shallowvection triggers around day 4 and
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Figure 4.7 (a) Time series of total moisture ventilated from the boumdayer by warm-conveyor
belt ascent (black) and shallow convection (red). Also shimthe surface precipitation rate in the
warm-conveyor belt (blue). (b) Tracer concentration (aalby units) ventilated by convection at
3.3 km (coloured) with wind vectors at3km overplotted, at day 9. Regions of cumulus-capped

boundary layers are also marked, by thick lines.

ventilates at a slightly faster rate than the WCB up to day & 3hallow convective ventilation
peaks at day 10 before decaying, whilst the WCB ventilatmmtiaues to day 11, coincident with
the peak EKE, shown in Figure 2.11(b). The WCB ventilatiosogbeaks approximately 20%
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higher than the convective ventilation, before startinglécay at a similar rate. This increased
peak means that over the 14 days of the life-cycle, the WCHIa&Fs~ 10% more moisture than

the shallow convection.

Figure 4.7(a) also shows the precipitation rate in the weomeyor belt region. Here, and
throughout the rest of this thesis, the warm-conveyor hbela as defined using the method of
Sinclairet al. (2008), which locates the 95th percentile of the entiredata-set, and defines the
WCB as any ascent greater than this value. Sineleél. (2008) demonstrated that this definition
finds the majority of the WCB, rather than just the core. lasieg the percentile would result
in only part of the WCB ventilation being observed, whereagucing the percentile leads to
the inclusion of areas which are not part of the WCB. As shaive,precipitation rate closely
matches the WCB ventilation rate, confirming the stateme@dction 4.4.2 and the findings of
Eckhardtet al. (2004) that WCBs are approximately 100% efficient at comgnmnoisture into
precipitation. There is no time-lag in this process, dud&gresence of a background moisture
profile. As soon as ascent starts (around day 3), some nmeigtasent within the troposphere is
forced to ascend past its lifting condensation level, cositey into cloud and eventually precip-
itating. At the same time, moisture is ventilated from thermary layer to replace the moisture
lost from the troposphere. Hence the conveyor belt anakwgygood one, as moisture is “loaded”
onto the conveyor belt at one end (in the boundary layer)lsivimicrophysical processes remove
moisture at the other end (in the troposphere) at approgimnéie same rate. The total moisture
content of the troposphere is therefore unchanged by thieps, although its spatial distribution
is. Since the WCB also flows polewards, atmospheric wateowajs moved polewards by the
WCB. Hence the WCB forms part of the cyclone’s ability to spart water vapour long distances

polewards, as discussed by Stehhl. (2008).

Attention is now focussed on the moisture ventilated bylehatonvection. To ascertain how
this moisture is transported by the cyclone, a tracer studyldeen performed. A passive tracer
is emitted at the surface continually throughout the lijele. It is massless and so its quantity is
meaningless: it acts simply as a tracer to track airflowsiwithe cyclone. The advantages of a
tracer study are that different tracers can be passed thrdiffgrent parameterisation schemes,
demonstrating the importance of different physical preeson tracer transport. Two tracers are

emitted at the same rate from the surface, the first of whielstisd upon by the model dynamics,
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the boundary layer parameterisation and the convectivenpeterisation. The second tracer is
only acted upon by the model dynamics and the boundary-lssleeme. Therefore the second
tracer represents what would happen if no convection waepteand the difference between the
two tracers represents the action of convection on thert@meentrations. The tracer transport
can be used as a proxy for moisture transport by convectioause the convection occurs over
regions of large, positive surface latent heat fluxes, anthesa@ontinual tracer source from the
surface represents the moisture source. The convectiamabove a well-mixed sub-cloud

layer, and so the concentrations of both moisture and texeawell-mixed below the cloud base.
Figure 2.12 shows that there is no heavy precipitation ircthhevective regions — there are some
showers, which will act to remove some moisture, but theynateheavy enough to remove all

moisture. Therefore a tracer which is not removed by preatiph is representative of what will

happen to any moisture which is not precipitated.

Figure 4.7(b) shows the distribution of this tracer diffeze at day 9 at the approximate height
of the convective cloud tops. The figure shows a large inergasracer behind the cold front,
between 0-15E, 30-40N, which is tracer ventilated by shaltonvection. It is noticeable that
this tracer is no-longer located in the region of cumuluspeaipboundary layer, but has been ad-
vected eastwards by the jet, towards the cold front. Thismsistent with the results of Gutowski
and Jiang (1998), who demonstrated that tracers releasedoavective cloud tops can be trans-
ported eastwards and polewards over several days, towsd®ld front. The poleward motion
of these tracers is noticeable around 15E, 45N, as a tonghiglofracer concentration extends
towards the low centre. This tracer therefore demonstfad@smoisture ventilated by shallow
convection is transported eastwards and polewards (intarayi®lative sense) within the tropo-
sphere, towards the cyclone cold front. Comparing to Figuie(b) shows that some of this
moisture is precipitated back to the surface in showergdalcaithin the cold air outbreak. The
remaining moisture must eventually return to the surfacprasipitation, since over the whole
life-cycle precipitation approximately balances evatiorg and this is likely to occur on the cold

front.

Section 2.4.2 discussed how these idealised cyclonesmaroafined within the latitude band
of the initial zonal jet, particularly in Cartesian simudats. However, in reality cyclones are

known to migrate polewards, especially in the North-Atiamthere the jet orientation is typically
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south-west to north-east. It has been demonstrated thatummiis transported polewards in a
system relative sense and therefore if the system is alsmatimig significantly polewards, the
poleward moisture transport will be enhanced. Therefasayective processes are a significant

contributor to the poleward moisture transport by midtlate cyclones.

Figure 4.7(b) also shows a large decrease in tracer in the WgBn (20-30E, 40-50N).
There is also a decrease in tracer concentrations near ghephéssure centre, arourdlLOE,
35N, which is part of the anticyclonic branch of the WCB whies descended under large-scale
subsidence. This implies that the concentrations in thegmms are higher for the tracer not
acted upon by the convection parameterisation than therteexted upon by all parameterisations.
Therefore, it appears that the convection is reducing thilgyabf the WCB to ventilate tracer.
Since convection removes tracer from the post-frontaloregion the timescale of hours, there
is less tracer in these regions to be transported within tadary layer by divergent motions.
Therefore, less tracer converges into the WCB footprintlesslis available for ventilation. When
the tracer cannot be ventilated by shallow convection,duawilates in the boundary layer and is
transported and ventilated by large-scale processes.t Emisection acts as a limiting process

on the tracer ventilation by the WCB.

The consequences of this for moisture transport are legsirceiThe results suggest that if
there were no convection, then, as happened with the traxmee moisture could be ventilated
by the WCB, ultimately enhancing WCB precipitation rateshilét this would not happen in
reality, as convection cannot simply be turned off, theltesio have consequences for NWP and
climate simulations. The convection parameterisatiorotperfect, and different models use dif-
ferent convection parameterisations, which could vemtithfferent amounts of moisture. Whilst
it is beyond the scope of this study to investigate the sgitgibf the convective ventilation to
the parameterisation used, the tracer study demonstitzesiy differences in the convective
ventilation could feed back onto the large-scale. Theegfitris possible that two different con-
vection schemes ventilating different amounts of moistanéd lead to changes in the large-scale

ventilation and WCB precipitation.

The boundary layer therefore plays an important role in thestare cycle of a cyclone-wave.
By latent-heat exchange with the surface, boundary-lay@cgsses provide an important source

of moisture to the atmosphere. Fast convective processesabée to remove large amounts of
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moisture from the boundary layer, which is transportedveasts and polewards by the cyclone
system. The convection also regulates the amount of meigiat is available to be transported
by slower, large-scale processes within the boundary l&jlémately, this affects the ventilation

rate by the WCB and the precipitation delivered by the cyelatemonstrating that boundary-

layer processes play a key role in the mid-latitude watelecyc

4.6 CONCLUSIONS

The boundary-layer structure that evolves under a devedamid-latitude cyclone wave has been
investigated, with the aim of expanding conceptual modetirpboundary layers on this scale.
Locally and instantaneously, the structures observedomirfosely textbook boundary-layer
types. In post-frontal and high-pressure regions, theugiool is analogous to daytime convective
boundary-layer growth, with a single mixed layer growingstpthe lifting-condensation-level,
capping stratocumulus becoming decoupled from the sudadecumulus convection initiating
beneath it. Within the warm sector, the evolution is morédsgipof a nocturnal boundary layer,
with a stable profile, low-level cloud or fog formation, anelwlcondensing out onto the surface.

These two extremes are also linked by transitional regisribecyclone wave progresses.

The inclusion of moisture introduces an extra aspect foctimeeptual boundary-layer struc-
tures formed, and the quantiy* allows further classification of three boundary-layer maois
regimes. Low, positivd®* corresponds to the bottom-up, moistening, boundary layleich can
evolve to support cumulus convection above. High, posiiWecorresponds to the top-down,
entrainment-drying boundary layer, which results in ckbugs air or thin stratocumulus. Nega-

tive D* corresponds to a boundary layer losing moisture to the ceufa

However, these processes are fundamentally different fremtraditional “single-column”
view of boundary layers. The regimes are not forced by saatihg and the local surface energy
balance, but rather by large-scale thermal advection bgyheptic system. It is this synoptic-
scale forcing which maintains the structure of the boundiygr over large areas. The character
of this forcing also creates subtle differences in the msfil The warm-conveyor belt bound-
ary layer, for example, departs in some important ways froendlassical nocturnal boundary

layer, containing Lagrangian, three-dimensional featuddoisture advection, cloud formation
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and precipitation all contribute to a well-mixed moistumefile throughout a large depth of the
atmosphere, in a region that is stable on buoyancy grounds highlights the importance of
considering the full three-dimensional structure of tharmary layer in cases where horizontal

divergence is large.

Through the use of a boundary-layer moisture budget, it lees Ipossible to quantify how
moisture is moved within and ventilated from the boundayeta There are two main pathways

through which moisture is ventilated, and these are showarsatically in Figure 4.8. The warm-
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Figure 4.8 Schematic representing the flows of moisture within theayelboundary layer, grey
arrows representing sources and sinks of boundary-layestune and black arrows representing
movement within the boundary layer. The arrow thickneswigdes a qualitative indication of
the relative strength of the various flows. L and H denote twe &nd high pressure centres
respectively, with the cold front marked in blue. The apjmmate height of features is marked,

along with the height of the boundary layer.

conveyor belt ventilates moisture in much the same way ases$ dnass (Sinclait al,, 2010b),
with the moisture source being provided by convergenceimvitie boundary layer. However
shallow convection has been demonstrated to be an equéitiert mechanism of ventilating

moisture into the free troposphere.

The importance of warm-conveyor belts for moisture transpad precipitation events is
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well documented (Eckhardit al, 2004; Field and Wood, 2007), but until now the importance
of boundary layer processes has not been recognised. Tistuneobudget considered here has
uncovered how long-range transport within the boundargri#gads to this moisture convergence
under the WCB region. The moisture is evaporated far fromWheB region, into the post
frontal and anticyclonic boundary layer, where the latardtiflux is large and positive. It is then
transported by divergent motions that are forced by suidaag and ageostrophic flow, ultimately

converging under the warm-conveyor belt source.

A key difference between moisture and some other varialSles) as mass or heat, is that
moisture flux is almost always directed upwards at the bayrldger top. In the convective
boundary-layer regime, heat and mass are moved into thedaoutayer by large-scale subsi-
dence. Although large-scale subsidence does move a smalirdmof moisture into the boundary
layer, in these cyclone waves it is typically co-locatedhwshallow convection, which acts to
maintain a net flux of moisture out of the boundary layer. Meastilation mechanism will also
have consequences for pollutant transport out of the bayridger. Sinclairet al. (2008) dis-
cussed how dry cyclone waves can remove pollutants fromdhadary layer on the WCB, but

this study has shown that shallow convection would be exjtct increase the ventilation rate.

Figure 4.8 shows how moisture is continually being redisted within the cyclone wave
so that there are no locations where the boundary layeraagyr moistening or drying. This
again demonstrates the importance of examining the threersional boundary-layer structure,
since the simpldD* measure cannot account for this continual transport. BEwedioo acts to
moisten post-frontal and high-pressure regions, whilerdience and convection act to dry these
regions. By contrast, convergence acts to moisten the lesspre regions, whilst condensation
and large-scale ascent act to dry these regions. Large-saions outside the boundary layer act
to move the moisture ventilated eastwards and northwavesiteally returning it to the surface

as precipitation great distances from where it was orijiredaporated.

Other processes not included in this study will also affeettioundary-layer structure. Whilst
the diurnal cycle is small over the ocean, cloud-radiateedbacks will affect the observed cloud
structure. If radiation had been included in the simulatjca de-stabilising effect on the atmo-
sphere would be anticipated, reducing the size of the statglas and increasing the extent of

the convective boundary layer. Section 3.3 also demossiridiie large effect that variations in

Page 105




Chapter 4: Boundary-layer processes in moist life cycles

sea-surface temperature can have on surface fluxes. Howeweparison to case studies (e.qg.
Neimanet al., 1990; Brownet al., 2008) demonstrates that the results presented here tamber
realistic and any such uncertainties would appear moskelplio affect the qualitative conclu-
sions that have been drawn. Moreover, the techniques ergbloyuld be applied to simulations
of real cases in order to study the mid-latitude water cydlatent heat released from warm-
conveyor belt rain has a large affect on cyclone developjemd cyclone waves provide the
major engine for poleward transport of heat and moisturencd¢he understanding obtained here
of how tropospheric moisture is connected to its oceaniccggand how the moisture evolution
is mediated by boundary-layer dynamics, has importantesurences for weather and climate

studies.
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CHAPTER 5:
FACTORS CONTROLLING CYCLONE

MOISTURE TRANSPORT

5.1 INTRODUCTION

Chapter 4 investigated the boundary-layer structure aweldgel moisture transport in an ide-
alised, numerically simulated cyclone-wave. Boundagpetebudgeting techniques were used to
quantify the evaporation, transport and ventilation of sturie from the boundary layer. It was
shown that large-scale ventilation on the warm-conveytirvoas of similar importance to shal-
low convective ventilation in cumulus clouds, demonstigithat both processes play an important
role in the vertical transport of moisture from the surfac®ithe free troposphere. It was also
demonstrated how the moisture was transported zonally ardlionally by the synoptic-scale
dynamics, modifying the tropospheric moisture profile angerecipitated back to the surface.
However, it was not established how the relative importasidbe two ventilation processes may

change with large-scale and boundary-layer parameters.

As demonstrated in Section 2.5.2, the idealised cyclonelaied (AMg ) was typical of a
northern-hemisphere, marine, wintertime system. Howeeei-world cyclogenesis events tend
to be varied in character, with large differences in striectand intensity, caused by variation
in large-scale parameters such as the jet strength, meiat@ilability and the influence of pre-
existing systems. The North-Atlantic Oscillation (NAO)kisown to exert a strong control over
the mid-latitude jet, causing variations in its strengtld arientation, which, in turn, exerts a con-
trol over the strength and location of mid-latitude cyclend¢iowever, less is known about the
relationship between large-scale forcings like this aredrttid-latitude water cycle. Stolet al.
(2008) and Ruprectlst al. (2002) have discussed the link between poleward moistaresport
and the NAO. Stohét al. (2008) demonstrated that in a positive phase of the NAO aciarised
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by a stronger mid-latitude jet, subtropical sources of tiogsare more important for heavy rain-
fall events in mid-to-high latitudes. Ruprea#it al. (2002) also demonstrated higher polewards
moisture transport in a positive phase of the NAQO, linked tarintense cyclones producing the
transport. They also showed that the location of maximunstage transport was shifted further

north in a positive NAQ, linked to a poleward shift of the jeider positive NAO conditions.

Moisture transport has important implications for fordrasof extreme cyclogenesis events.
The link between mid-tropospheric latent-heat releasecgotbne intensity is well established,
for example Stoelinga (1996) and Ahmadi-Gatial. (2004) give a PV interpretation of the phe-
nomenon. Zhu and Newell (1994) demonstrated that “atmagphigers” are often seen in
advance of rapid cyclogenesis or “bombs”. They introdudes term “river”, since these at-
mospheric moisture flows transported as much water as theédmand suggested that as the
evolving cyclone tracks across the location of the atmospher, latent heat release causes
rapid deepening of the cyclone. Gyakum and Danielson (2600)ed that surface evaporation
played a strong role in explosive cyclogenesis, contnifgutd the higher precipitation rates ob-
served in bomb cyclogenesis. This study will stop short stadésing how the latent-heat release
affects cyclone development, but rather will focus on theadlg important, but less-studied ques-
tion of how the moisture gets to a location where it is dynathicimportant. How and why do

changes in surface evaporation affect precipitation Pates

There are also important climatological questions thatlmanswered by investigating cy-
clone moisture transport. Recent papers by Field and Wooa@7j2and Fielcet al. (2008) have
discussed the structure of cyclones in a composite of batlhwerld events and climate model
simulations. They discussed how the cyclone averagedswetaee windspeedV ), and water-
vapour path(WV P, could be used as independent metrics of cyclone intenaitynaoisture
availability, to explain a considerable amount of observadability. They showed how the
warm-conveyor belt rainrate was proportional to the prodfithese two metrics, and thav/V P
increased with increasing sea-surface temperature (S&byding to the Clausius-Clapeyron
equation. They also discussed the implications of theirlt®$or how cyclones may change in a
warming climate. Allen and Ingram (2002) discuss how theu€iias-Clapeyron equation should
give a 65%K~! increase in global atmospheric water vapour storage, leutatal global pre-

cipitation should only increase at-23%K~!, constrained by the global energy balance. Hence
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Field and Wood (2007) and Fiett al. (2008) suggested that cyclones will be fewer in number or
less intense to account for this difference, effects whimbehboth been seen in modelling stud-
ies (Meehlet al,, 2007; Bengtssont al., 2006), but it is presently unclear which process is more
likely. How does the mid-latitude jet structure need to atljo compensate for these precipitation

changes?

This chapter will investigate how the moisture cycle of rfatdtude cyclones varies with
changes to large-scale parameters, attempting to anssvguéstions that have been raised above.
Section 5.2 will investigate how changes to large-scalarpeters influence the moisture cycle.
In Section 5.2.1 changes to the relative humidity distidoutvill be investigated, demonstrating
why the idea that relative humidity remains approximataipstant (e.g. Field and Wood, 2007;
Allen and Ingram, 2002) works so well for mid-latitude cymtowaves. Section 5.2.2 will in-
vestigate the affect of the absolute atmospheric temperain the cyclone moisture cycle, with
Section 5.2.3 considering the effect of the meridional terafure gradient. Scaling arguments
for how these large-scale changes affect both the adveatisleconvective moisture ventilation
from the boundary layer will be given in Section 5.3. Sectofiwill then discuss how changes to
the boundary-layer structure can have markedly differéfates on the two ventilation processes,

before conclusions are drawn in Section 5.5.

5.2 LARGE-SCALE CONTROLS

This section will investigate how changes to the largeesesainospheric state, i.e. the initial con-
ditions for the idealised simulations, control the moistuentilation from the boundary layer. A

metric of boundary-layer moisture ventilation has beersticted, given by

Q= [ [ (pawndAd (5.1)

whereQ is the total mass of moisture ventilated by the process eféist, 7 = 14 days is the time
of a single life-cycle and\ is the area over which ventilation occurs. Motivated by Bect.5,
ventilation by WCB advection (denotég,cp) and shallow convection (denot&pk,,,) shall be
focussed on. It is possible that ventilation can occur bgdeascale advection that is not in the

WCB: however, direct computation demonstrates this regitkrm to be small. Therefor&)
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represents the time-integral of each process shown in &igut(a). 7 = 14 days is chosen as
a fixed timescale to average over, and how this may changethattvariation of large-scale
parameters shall not be considered. The variatiom,anddq, i.e. the flux of moisture out of the

boundary layer, is the primary focus here.

5.2.1 RELATIVE HUMIDITY

Section 2.5.1 showed that the relative humidity (RH) prati@sen for simulation AM was
representative of the wintertime storm track climatologgsed on a comparison with NCEP
reanalysis. Equation 2.41 was used to define the verticéleoad RH, with a maximum value
of RHy = 80% at the surface. This maximum surface value will be vahieck to identify the
effects of RH changes on the cyclone moisture cycle. Figurshows a time series of minimum

mean sea-level pressure (MSLP) and eddy kinetic energy JEiEarious values oRH,. The

(a) (b)
1000 —/— T T T T T 6F T T T T T T
990 - 5 5 1
= —— RH,=40% :
& 980} ] __4F — RHG=60% ]
o ‘ ] € [ —RH=70%
%) g ] 2 . — RH,=80%
S 970F S 0
c i o RH,=90%
= F — RH=40% vz
£ 960F — RH,=60% )
= | —— RH,=70%
Z_ = 0,
950 F RH,=80% 1
g RH,=90%
940:‘H1“‘m“m“m“m“m“: (0] - =" R R S
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Time (d) Time (d)

Figure 5.1 Time series of (a) minimum sea-level pressure and (b) edustiki energy, for various

values of the initial surface RH (shown on the plots).

difference in atmospheric moisture starts to affect thdornye development at day 4, shown by
the diverging minimum MSLP curves shown in Figure 5.1(a).wideer, by day 7, for all but
the most intense system, the MSLP curves have joined up ,agéim most experiments now

showing similar values of minimum MSLP. OnRHy = 90% evolves differently, since there is
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initially so much moisture present in the atmosphere that sgong latent-heat release occurs
in the cyclone interior, resulting in a stronger cyclonenigeiormed. Most simulations show the
localised re-intensification in the MSLP after day 10, azuksed in Section 2.5.2. However,
once again the feature responsible does not show up in the 8#&Bonstrating that it is small
scale. Examination of the simulations again shows thatas&ciated with near-surface latent-
heat release, forcing a localised spin-up. The EKE curvesstery little difference between
the experiments. There is a slight trend that higher valfiédHy lead to higher EKE. This is to
be expected since the increased moisture intensifies thensysy/ latent-heat release (Emanuel

et al, 1987; Ahmadi-Giviet al., 2004), but the variation is small.

The reasons for the similarity between experiments witfeddht RHy values can be un-
derstood in terms of the moisture cycle discussed in Seetibn Figure 5.2 shows ho®ych

and Qgony Vary with RHy. The figure shows thad from either process is largely insensitive to

6.1014,,,{,,,‘,,,‘,,,

| —WCB Advection
| —Shallow Convection
I —WCB Precipitation

4010+ 4

210"+ -

Total Moisture Transported (kg)

oL . v v v vy
20 40 60 80 100
RHy(%)

Figure 5.2 Total mass of moisture ventilated from the boundary laygr ify WCB advection
(black) and shallow convection (red) versus the initialieadfRHy. Also shown is the total WCB

Precipitation delivered by the life-cycle (blue).

changes irRHy, demonstrating that boundary-layer ventilation, by batheztive and convective

processes, has only a weak dependence on the initial RHgorofil

The reason for this is that over a sea-surface, moisturee@yfravailable to be evaporated
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from the sea, and this supplies moisture that is ultimatehtilated. For the control run (AM ),
Chapter 4 has demonstrated that the boundary-layer meistutget is balanced, with input from
evaporation balanced by ventilation. Similarly, the rdgsia data shown in Figure 2.7 demon-
strates that the long-term average near-surface RH is @@t in mid-latitude regions. There-
fore, RHeq = 80% is defined as the equilibrium value of boundary-layer RMenRHy < RHeq
evaporation from the sea surface increases to restoralegum. The timescale to obtain equi-

librium can be estimated as the ratio of the moisture redquehe rate of moisture input, namely

Tagi = POsa(RHeq— RHo)
%37 pCi|V1|Osaf1— RH)”

(5.2)

This assumes that ventilation is initially weak, which Figd.7(a) shows to be reasonable in the
first 4 days of the life-cycle. Estimates ok 1 km,Cy ~ 2 x 10~2 and|v;| ~ 5 ms ™t are used,
andRH = RHqis taken as an upper bound for the actual boundary-layeivelzumidity. These
values givetyg; = 2.3 days wherRHy = 40%, decreasing to zero &+ is increased to 80%.
Therefore, the adjustment timescale of the boundary-lay@sture content is fast compared to
the life-cycle timescale, and so the boundary-layer mogstontent is close to its equilibrium
value throughout the life-cycle, and therefore ventilati® not sensitive t&RHy. There is a slight
reduction inQ for very low RHy, due to the reduced amount of moisture available to be abedil

at early stages of the life-cycle, i.e. Wher T4q;. In a similar manner, wheRHy > RHgq, the
evaporation is reduced whilst ventilation is unchanged Ritkq is reached within the boundary

layer.

Figure 5.2 also shows the total mass of moisture returnduktsurface by WCB precipitation,
which does vary witlRHy. For the control valueRH, = 80%, the total precipitation is approxi-
mately equal to the total moisture ventilated on the WCB, issussed in Section 4.5. However,
for lower values ofRH,, the total precipitation delivered is lower, demonstmgtihat the WCB
is no longer 100% efficient at converting moisture ventdateo precipitation. Instead, some of
the moisture ventilated is retained within the atmospheradlifying the background RH profile

in the free troposphere.

This finding can explain the time series shown in Figure 5.a4r different values oRHp,
the large-scale cyclone dynamics initially follow the saewelution. The surface evaporation,
boundary-layer transport and ventilation are similar ineaperiments. However, precipitation

formation is weakened at lower values RH,, since the free troposphere, where most of the
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precipitation forms, is further from saturation and neeald¢ moistened before precipitating
cloud can form. Therefore, the precipitation rate is iflifi;ower, demonstrating why the curves
diverge at such an early time, due to the modified latenttededse. Moisture accumulates within
the atmosphere, modifying the RH profile, which then appneadhat of the control experiment.
Later in the life-cycle, the RH profiles are very similar, dimg similar cyclone development
towards the end of the life-cycle. For increased initial stimie contentRHy = 90%), there is
intense precipitation from an early stage of the life-cycldis releases large amounts of latent
heating in the mid-troposphere, which forces a more integstone system to develop. But as
shown in Figure 5.1(b), the EKE returns to values typicalaidr RH, later in the life-cycle

(around day 10), when the precipitation rate is reduced.

These simulations show why, for mid-latitude regions, thépgRofile remains approximately
constant. If, for any reason, the RH profile is moved away fitsnequilibrium state, evaporation
and precipitation processes, driven by the large-scal®mgcdynamics, redistribute moisture
until the equilibrium state is returned. This adjustmermigesss is fast and can happen within one

cyclone life-cycle. Figure 5.3 shows the zonal-mean netdtiumidity at day 14 from simulations

(b)
200 200 i
= 400 s 400
[a o m
= =
o 2 i
> > il
2 2 sooll
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Figure 5.3 Zonal-mean relative humidity (contoured, interval 5%) ay d4 from (a) simulation

AMg, , i.e.RHy = 80%, and (b) a simulation wheRH; = 0%.

with RHy = 80% and 0% respectively. It can be seen that between&IN and up to 200 hPa

(the region the cyclone system influences), the two simariatare similar qualitatively and even
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quantitatively, demonstrating that even a single lifeleyaan create a profile close to climatology
(shown in Figure 2.7(a)). The cyclone has not produced arigtore transport further north than
60N, and has also not exported any moisture into the stiagéospmeaning other processes are

important for these transports.

5.2.2 ABSOLUTE TEMPERATURE

Dry simulations of cyclogenesis are not affected by the labsdemperature of the atmosphere
— only the meridional temperature gradient is importantslaswn by the Eady growth rate
(Egn. 1.8). Section 5.2.1 demonstrated that the initialstooe content of the atmosphere does
not affect the cyclone moisture cycle to any great extentesthe atmosphere recovers its equi-
librium relative humidity by evaporation and precipitatiprocesses. The absolute temperature
of the atmosphere does change the potential for holdingtareisvithin the atmosphere, through
the Clausius-Clapeyron relation, and so should affect thistore cycle, and hence possibly the

large-scale development of the system via higher lateat-tedease.

These possibilities are investigated by a series of sinomgatwvhere a constant value is added
to or subtracted from the atmospheric and surface temperptafiles. The temperature changes
will be interpreted in terms of the surface temperature at ébe jet centre{p), which is denoted
by To. For simulation AMs. To = 280 K. The relative humidity profile is fixed across all exper-
iments and therefore the specific humidity profile changegdah simulation, dependent on the
atmospheric temperature. Figure 5.4 shows the evolutiommmum MSLP and EKE for several
simulations with different temperatures. The generaldrisnthat a higher temperature leads to

more intense systems.

Figure 5.5 shows the variation §f with To. As anticipated by the Clausius-Clapeyron equa-
tion, there is a strong relation between the moisture et and the absolute temperature.
These results are consistent with those presented by Feld\@od (2007) and Allen and In-
gram (2002). Field and Wood (2007) demonstrated that aeaser of 7 K in the SST led to an
approximately 50% increase in precipitation rate, whilseAand Ingram (2002) suggested that
if precipitation increased at the same rate as the globegase in atmospheric water vapour stor-

age, then there should be £8K~! increase. Both of these quantitative predictions fit wethwi
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Figure 5.4 Time series of (a) minimum sea-level pressure and (b) edustiki energy, for various

values of the initial surface temperaturepat 45N (shown on the plots).
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Figure 5.5 Total mass of moisture ventilated from the boundary laygr lfy WCB advection
(black) and shallow convection (red) versus the initiabieabf Ty. Also shown is the total WCB

Precipitation delivered by the life-cycle (blue), and tHauius-Clapeyron relation (green).
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the observed variation in these simulations. The variatidVCB precipitation closely matches
what would be expected from the Clausius-Clapeyron ralats shown in Figure 5.5, whilst the
WCB advection and shallow convection have a slightly stesngriation, especially at higher
temperatures. This is likely to be due to a positive feedhaitkin the system — at very high
temperatures, there is so much latent heat releasevgliatincreased. Examination of the model
output has shown that,, does show a slight increase &sis increased. Therefore, most of the
variation inQ can be explained by the changegindue to Clausius-Clapeyron, and the additional

variation comes from the higher valuesvaf.

5.2.3 MERIDIONAL TEMPERATURE GRADIENT

The meridional temperature gradient, characterised byé#ak jet speedlUp) is known to be

one of the three key large-scale parameters affecting ogciwolution. The others, as shown
by the Eady model growth rate (Eqn. 1.8), are the static lgtalfiN) and Coriolis parameter

(f). A recent paper by Sinclait al. (2010a) has discussed how these three parameters affect
boundary-layer ventilation of passive tracer in dry lifeles (simulation AR.). In this section,

the meridional temperature gradient is focussed on as a-Ergle driver of cyclone intensity.
The meridional temperature gradient is the most variabkbedge three parameters, changing on
seasonal timescales (the winter jet is stronger than thergurjet), interannual timescales (the
NAO exerts a control on the jet strength) and climatologitakscales (the meridional tempera-

ture gradient may change as the climate changes).

Equation 2.38 was used to define the jet structure, with tlaé jes speed)g = 45mst in
simulation AMs_. Figure 5.6 shows the time series of minimum MSLP and EKE ifouations
with various values dfly. As anticipated, the jet strength acts as a sensitive darirthe cyclone

intensity, with faster jet speeds forcing stronger cycleygtems.

The variation ofQ with Ug is shown in Figure 5.7, and shows a strong dependence. Asregre
sion on a log-plot shows the dependence tdbe Ug’. The results presented by Sinclairal.
(2010a) demonstrated thaf, ~ ug, and it is anticipated that, for the large-scale ascers,riia-
tionship should hold true here. There must therefore be ditiadlal scaling ofg,, ~ Ug, which

can be explained in terms of the moisture cycle as followofding to thermal wind balance, if
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Figure 5.6 Time series of (a) minimum sea-level pressure and (b) edustiki energy, for various

values of the peak jet speed (shown on the plots).
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Figure 5.7 Total mass of moisture ventilated from the boundary laygr lfy WCB advection
(black) and shallow convection (red) versus the initialieabfUg. Also shown is the total WCB

Precipitation delivered by the life-cycle (blue).
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Up changes then so does the meridional temperature gradigigt.held constant across this set
of simulations and so for increasély, the air (and SST) to the south of the jet is warmer. This
increases the potential for the atmosphere in this regioation more moisture, as demonstrated
in Section 5.2.2. Chapter 4 demonstrated that the moisem@lated has its origins to the south
of the jet centre, within the high-pressure part of the waldgerefore it appears thagt, has been
increased by the higher temperatures in the source regitimeahoisture. The reasons for the

linear scaling will be discussed next.

5.3 SCALING MOISTURE VENTILATION

Scaling arguments can be used to assess quantitatively lianges in one or more large-scale
variables will affect cyclone characteristics, and in ttése, moisture ventilation. Each of the
factors in Equation 5.1 will need to be scaled to establishdbpendence of the total moisture
ventilated over a life-cycle. As stated previousty= 14 days will be used for the timescale of a
cyclone life-cycle, and thus the scalings developed wikbeally applicable to the total moisture

ventilated or the average flux of moisture out of the boundizaysgr.

5.3.1 SALING VENTILATION BY THE WARM CONVEYOR BELT

Sinclairet al. (2010a) developed a scaling fay, based on theory of baroclinic instability. Either
by applying scaling arguments to the relevant terms in theo@@ga equation, or from the Eady

model, they obtained
vgf 5
9 09z
Wh oNZ (5.3)

wherevg ~ Ug and aaizg ~ Up/zr. Therefore, they obtained a scaling fa in terms of parame-
ters of the initial condition, and demonstrated that the W&SBent in simulation AR closely
matched Equation 5.3. In simulation AV, the ascent rate is enhanced on the WCB, but the
scaling argument still applies. It is found that= 0.36J, gives a very close numerical match
between the observed WCB ascent rate and the predictionuzttieq 5.3, shown in Figure 5.8(a)

for variations inUg.
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Figure 5.8 (@) Variation ofw;,, averaged over the WCB area and the life-cycle, Wighand the QG
scaling of Equation 5.3 assuming= 0.36Uy. (b) Variation of the spatial and temporal averaged

area of the WCB and convective ventilation, with the scalinged for both as described in the

text.

Sinclairet al. (2010a) also scaled the area of the WCB as follows

man 2
a=(3)" (5.4)
based on the assumption that the WCB area was approximatelgreer of the total wavelength.
Comparison to model output from simulation AM shown in Figure 5.8(b), demonstrates that
this approximation is too large by a factor of two, andasgy, = 4 /2 is used for the scalings

presented here.

In these simulations, the density ~ 1 kgn2 and is approximately constant. A final scaling

for g, is required. By definition

B e e
" 161(p—e) +e 161p’

q (5.5)

wheree is the partial pressure of water vapour in air and the appration is good fore < p.
Similarly, by definitione = RH x esg, therefore

RHe&t
1.61p

~
~

: (5.6)

Page 119




Chapter 5: Factors controlling cyclone moisture transport

Finally, es4tis a function of temperature, governed by the Clausius-€lagn equation, for which
an empirical approximation (Bolton, 1980) is used here ciwkvhen substituted into Equation 5.6

gives

RH 6.112 exp( 17.67(T —27315) > RH (5.7)

9% Te1p T 2065 ) 1o’ )
wherec(T) is introduced to represent the empirical solution to theu€ilzs-Clapeyron equation
as a function of temperature. To obtain a representativgevall gy, it is therefore necessary to
obtain scalings fofly, RH, and py, i.e. boundary-layer top values are required since thishisres
the ventilation is occurring. Comparison to model outpundastrates that the boundary layer
is well-mixed in relative humidity, thereforBH, ~ RHeq = 80%. pn ~ 900 hPa is used as a
typical value of pressure near the boundary-layer top. Asudised in Section 5.2.3, most of the
moisture ventilated has its origins to the south of the jed, therefore a temperature appropriate
for the southern part of the domain is required. Since this jgbecified by Equation 2.38 and the
temperature profile obtained from thermal wind balance aéirsg for T,, based on thermal wind

balance (Eqgn. 1.1) is adopted here:

= = —7T— = ,
Tgpay 0z T £ zr

T —Ti
gorT _ ;v 9%~ Yo (5.8)
whereTgp is a typical value of the boundary-layer top temperatur@.at = v/A is a horizontal
lengthscale which does not vary between experiments dueetéixed wavenumber used in this
study. Re-arranging Equation 5.8 gives

fUgL
ThNT&)<1—|— zTOg ) (5.9)

In practice,Tgp = Tp is too high to be representative of the boundary-layer togptrature, and
thereforeTgp =To—5is used. 5 K is typical of the drop in temperature across thumbary layer,
and this value gives a close match betwggdefined by Equation 5.7 and the observed values of

g within the model.

Combining these scaling arguments gives the following fdenfor moisture ventilation by

the WCB:

B 1 /ma\2 0.36fU2 RHq fUoL
chb—ph‘T'§<?n) N '1.61phc<(To—5) <1+ - : (5.10)

Page 120




Chapter 5: Factors controlling cyclone moisture transport

5.3.2 SALING VENTILATION BY SHALLOW CONVECTION

A scaling for the convective ventilation is also desiredestablish why the convection appears
to scale in the same manner as the large-scale ventilatiSedtions 5.2.1-5.2.31 is identical
for the convective ventilation, whilst model output, shownFigure 5.8(b), demonstrates that
Aconv™ A4, Whereaqony is defined as the number of grid points which contribute tacthvective
ventilation. The convection occupies approximately a trasf a wavelength, behind the low
centre. As discussed in Chapter 4, the convection formsntethie cold front, in a cold-air
outbreak. Itis driven by the large-scale dynamics of théane system, which create the positive
surface fluxes of sensible and latent heat that drive theembion. To estimate the moisture flux,
consider a steady-state boundary layer in which the coneegéntilation is entirely governed by

the surface moisture flux, namely

W cony ~ W g = Chi V1 |(sat(Bs) — qa). (5.11)

It is found that the convective ventilation is approximgtiealf of the surface moisture flux at any
time, i.e. W .oy~ 0.5W . This is shown in Figure 5.9 for simulation Agdyl, although a similar

relation can be found for any of the other experiments cotedliAlthoughCy is a function of the
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Figure 5.9 Time series of total moisture ventilated by shallow coneec{black) and half the total

moisture input from evaporation (red), for simulation AM

Obukhov length (Eqn. 2.17), for simplicity it is assumed stamt and of value 2 102, which
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is representative of the convective boundary-layer regimr which the convection occurg |
is governed by the large-scale cyclone parameters, driygheblarge-scale ascent on the WCB
forcing convergence of near-surface winds into frontaiaeg. Therefore, it is scaled by the

continuity equation (Eqgn. 2.1b) as follows:

ou ov  dw

Wh
&+®__E:>|V1|N—L, (5.12)

h

Finally, gsatandq; are given by Equation 5.7 as a functionTgfp andRH. T is estimated using
Equation 5.9 to be representative of the location of the edting region, which is to the south
of the jet. Here, surface values are required, and ther&bre- RH,q = 80% is used fon; and
RH = RHs5:= 100% is used fogsa: p = po = 1000 hPa an(':l'gp = Tp are used as representative

values near the surface, whilstz 1 km is used as a typical value of the boundary-layer depth.

Combining these scaling arguments gives the moisturelagati by shallow convection as

m\2 1 £ 0.36fU2 RHsg— RHe fUoL
— O T - LI = 0. Ic(To(1 : 5.13
Qeonv = Pn (Zm) 2" h 2Nz L6lpo C< °< g >> ®.13)

5.3.3 COMPARISON OF SCALINGS WITH SIMULATIONS

The scalings presented in Equations 5.10 and 5.13 show fewmdisture ventilated varies with
To andUp. For the large changes ify discussed in Section 5.2.2, the Clausius-Clapeyron rela-
tion, ¢(T), produces strong, nonlinear changetoHowever, the changes td, discussed in
Section 5.2.3, produce only small change$ tand the Clausius-Clapeyron relation is in a region
of almost linear variation. This explains the appaltegllvariation ofQ observed in Section 5.2.3:
the correct scaling should lig~ UZ¢ (T), however for the values &fp used,c (T) ~ Up. Equa-
tions 5.10 and 5.13 also suggests some additional factatrsndy influence&, for example, there
should be anf? and anN~2 dependence of the ventilation. Therefore, four furtheregixpents
were performed. Two of these varied the initial values optigpheric stability, from the control
value of 4 Kknt! to a more stable value of 6 Kkm and a less stable value o53Kkm~1. The
other two varied the jet latitude from the control value oN4t® 40N and 50N respectively, thus
varying the Coriolis parameter. For these experimentgskef Cartesian geometry is important,

since it ensures that onlfychanges, witha remaining constant.

Figure 5.10 shows the expected valueQobbtained from Equations 5.10 and 5.13 plotted
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against the observed values from the full range of simulatmonducted. A strong correlation is
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Figure 5.10 Scatter plots showing the observed value€)dfom direct model output versus the
scaled diagnostic of moisture ventilation for (a) the adivedVCB ventilation, and (b) the con-
vective ventilation. The green diamond represents therabnin, with other simulations per-
formed with varied values 6f, (black),Ug (red),N? (dark blue) andf (light blue). The Pearson

correlation coefficient is also shown.

shown for both the advective and convective scaling argisnevith correlation coefficients in
excess of M7. The points are also scattered closely around the 1 : ldemonstrating that the
magnitude and variation of ventilation given by the scalinguments is reasonable. Both plots do
however show a gradient slightly less than 1, found te-li&7 in both cases. This seems likely to
be due to latent-heat release feeding back onto cyclondagperent. In both scaling arguments,
the cyclone intensity, characterised Wy (Eqn. 5.3) and the moisture content, characterised by
an (Egn. 5.7), have been assumed to be independent. Howewdiscassed in Sections 5.2.1
and 5.2.2, they are not independent, since increased mwlstds to a more intense cyclone, as

shown in Figures 5.1 and 5.4.

Throughout this chapteg; = 14 days has been chosen as the timescale to average all quan-
tities over. This makes the scalings applicable to the toi@ikture ventilated in 14 days, or the
average flux of moisture out of the boundary layer. In Sest2.1 and 5.2.2, all experiments

developed over a similar timescale, with the peak EKE alveagsind day 11, and so the choice
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not to vary7 is reasonable. However, as shown in Figure 5.6, Whgis modified (and equally
when f andN? are modified), the timescale of the life-cycle is changeder&fore, to demon-
strate that the results really are applicable to the masfilux, Figure 5.11 shows the moisture
flux out of the boundary layer at the time of peak EKE, plottgdiast the moisture flux scal-

ing diagnostic. The moisture flux scaling diagnostic is otgd by removing the factor from

() (b)

V4 S L L R B 4 L L A L L B
st 1=0.965 s 1=0.963

Moisture flux scaling diagnostic (10° kg)
<

Moisture flux scaling diagnostic (10° kg)
<o
<
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Peak moisture flux (10° kg) Peak moisture flux (10° kg)

Figure 5.11 Scatter plots showing the observed values of moisture flixobiine boundary layer

at the time of peak EKE, from direct model output, versus ttedesl diagnostic of moisture flux
for (a) the advective WCB ventilation, and (b) the convextientilation. The green diamond
represents the control run, with other simulations peréatwith varied values ofp (black),Ug

(red),N? (dark blue) and (light blue). The Pearson correlation coefficient is alsovain

Equations 5.10 and 5.13. The figure shows that a strong atioelis found between the peak
flux and the scalings. The magnitudes no longer show as 1 résmmndence, since the scalings
have been developed based on average values rather thavapheesk The correlation coefficients
are still in excess of 96, demonstrating that the scalings developed in this@eetie equally

applicable to the flux of moisture out of the boundary layeerein cases whem varies.
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5.4 SURFACE MOISTURE AVAILABILITY

The warm-conveyor belt is a large-scale, cyclone drivecgss and so it is expected to be largely
insensitive to changes in the boundary-layer structureekample Sinclaiet al. (2010a) demon-
strated that tracer ventilation on the WCB was insensitivehé amount of boundary-layer drag
applied. However, shallow convection is very closely lidke the boundary-layer structure be-
neath the cloud base, and so it is anticipated that coneeatvsture ventilation will be affected

differently to the WCB ventilation.

To investigate how the two ventilation processes vary diffily with possible changes to the
boundary-layer structure, the surface moisture avaitgtiilas been chosen as the parameter to
change. As discussed in Chapter 2, all experiments disgisséar have been conducted over
a sea-surface, and therefore moisture is freely availableetevaporated from the sea. How-
ever, cyclones regularly track over land (for example atethé of the North-Atlantic and Pacific
stormtracks), and can also form over land (for example dwecentral United-States in the lee of
the Rocky mountains). Instead of implementing a full landiace scheme with surface energy
balance, a simplified view is taken here, consistent withdbalised modelling strategy. Within

the model, the surface moisture flux (Eqn. 2.10c) is adjuttes

Es = apCh|v1|(dsal6s) — qu), (5.14)

wherea € [0,1] is a parameter to describe the surface moisture availahilit= 1 results in the
control simulation, whilsti = 0 would result in no surface evaporation, with values inssen

representing various levels of moisture availability.

A series of experiments were conducted with various valfies d&results are shown in Fig-
ure 5.12. As expected, the changes to the surface evapodiinot have a great affect on the
large-scale development of the system. There is a genera tf higher EKE and lower mini-
mum MSLP for experiments with higher valuesogfcaused by the increased moisture leading to

greater latent-heat release and so more intense systems.

Figure 5.13(a) shows the moisture ventilation plotted rsjai for this series of experiments.
It is immediately clear that modifying the surface moistavailability has affected the moisture

transport in distinctly different ways. Both the advectased convective ventilation appears to
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Figure 5.12 Time series of (a) minimum sea-level pressure and (b) edubtikienergy, for various

values ofa (shown on the plots).

vary linearly witha, but with a different gradient. The large-scale transpediuces from its peak
value of~ 3.6 x 104 kg to a value ok 1.9 x 10* kg asa is reduced towards zero. It appears
that if there were no evaporation, the amount of ventilatiyuld be approximately half the
value whero = 1. This is because, even when there is no evaporation, theogrie atmospheric
moisture in the initial condition, which is ventilated orettVCB. However, once this moisture
has been ventilated (and eventually precipitated from tim@sphere), there is no evaporation to
replace the lost moisture. Therefore, the ventilation datgs off quickly towards the end of the

life-cycle, sincegy is reduced.

The convective ventilation reacts differently howevengsi, as discussed in Section 5.3.2, the
triggering of convection is closely linked to the surfacexéisl of heat and moisture. When the
surface moisture flux is zero, a single mixed layer grows atibe surface and moist convection
is never triggered. Therefore, there is no convective laitn. Figure 5.13(b) shows a tephigram
at the same time and location from two experiments with 1 anda = 0.2. Whena = 0.2, there
is a single mixed layer, with constant potential tempertud specific humidity extending up to
~ 850 hPa. There is then a strong inversion in the potentigbéeature profile above this, with no
convective available potential energy (CAPE), and theeefm convection can occur. When=

1, the near-surface potential temperature is unchangethdincreased evaporation increases the
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Figure 5.13 (@) Total mass of moisture ventilated from the boundaryn&g by WCB advection
(black) and shallow convection (red) versusAlso shown are the results of the scaling arguments
discussed in the text, for large-scale advection (dark)l@dnd shallow convection (light blue). (b)
Tephigram in the shallow convective region at day 7, shovexygeriments witlo = 1 (red) and

o = 0.2 (blue).

moisture content of the boundary layer freab gkg to ~ 7 gkg~*. A Normand’s construction
now shows a lifting condensation level=&at900 hPa, with an area of CAPE extending up to an
inversion at~ 750 hPa. There is therefore a well-mixed boundary layenb&@0 hPa, with an

area of cumulus convection above this, producing a largauabaf convective ventilation.

Figure 5.13(a) also shows how the ventilation is expectadity from the scaling arguments
presented in Section 5.3, with some minor modifications. émahstrated in Section 5.2.1, when
a = 1 and moisture is freely available from the surface, the dawnlayer RH (or equivalently
gn) remained approximately constant throughout the lifdecy&lowever, asr is decreased and
moisture availability is restricted, the boundary-layét FRRduces as the life-cycle evolves. When
o =0 and there is no convective ventilation, the timescale wéch the boundary-layer moisture

content is expected to reduce to zero can be estimated. Sgigan by the ratio of the initial
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moisture content to the removal rate on the WCB, i.e.

PaBL h/‘Zlcyc

. (5.15)
PUrWhAwcb

Trem =

Again,h~ 1 km and the scalings of Equation 5.3 faf and Equation 5.4 fo,y are used4cyc

is the total area of boundary layer which can be ventilatethbycyclone, which is given by®8.
This is because the cyclone can ventilate an entire waviflédnghe zonal direction (4) and
approximately 30 (2£) in the meridional direction. A lower bound of., =~ 9.5 days is found
whengs. = Oy, Which is a reasonable assumption to make because divesgentonvergent
motions within the boundary layer ensure that the WCB fdntmlways contains any available
moisture for ventilation. This value is a lower bound beeassbsidence and entrainment of
moisture from the troposphere into the boundary layer has lbeglected, although Chapter 4
demonstrated these terms in the boundary-layer moistulgehito be small compared to the
WCB ascent. Therefore, it appears reasonable that ovedtdays of a life-cycle, the WCB can

ventilate all moisture initially contained within the balary layer.

The scalings presented in Section 5.3 require a constané \&l all variables throughout
the life-cycle, and so an average value of 40% for the boyntdgrer RH whena = 0 seems
appropriate for use in Equation 5.10. When= 1, Section 5.3 has demonstrated tRd =

RHeq = 80%, and so a simple linear variation of the average value-biRh o gives

RH = RngHTa, (5.16)

which is used in Equation 5.10 and gives good agreement withmteasured values Qfycp in

Figure 5.13(a).

Section 5.3.2 discussed how the convective ventilatiomapgrtional to the surface moisture

flux, and therefore the scaling for convective ventilatigiven in Equation 5.11, is modified thus:

Wlfqlconv ~ oCy ’Vly(qsat(es) - CI1)- (5-17)

This introduces a factor af into Equation 5.13, and Figure 5.13(a) also shows thisrsgadi be

in good agreement with the observed valueQgj.
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5.5 CONCLUSIONS

This chapter has discussed how boundary-layer moisturglateon by cyclone systems is af-
fected by large-scale and boundary-layer parameters.sibban shown from a combination of
numerical experiments and scaling arguments how the meistntilation from advective and
convective processes scales in a similar way when large-sbhanges are considered. It has also
been shown how boundary-layer changes can influence theamtdation processes differently.
Whilst results and scaling arguments have typically beesgrted in terms of the moisture ven-
tilated from the boundary layer, it is important to note thatisture transport can be thought of
as a proxy for many other processes. Chapter 4 demonstragethk large-scale ventilation on
the WCB was balanced by a convergence of moisture withindh@adary layer, which is, in turn,
balanced by divergence of moisture from anticyclonic regiof the cyclone wave. It was also
discussed how the WCB is close to 100% efficient at converdisending moisture into pre-
cipitation (Eckhardet al., 2004), and therefore the scalings presented for WCB agiatil also
describe how the WCB precipitation is likely to vary.

A strong dependence of the moisture transport on the jehgitiehas been demonstrated,
with Q ~ ug. This is in good agreement with the results of Stetral. (2008), who demonstrate a
strong dependence of poleward moisture transport andgitiaan on the NAO. A positive NAO
causes increased jet strength, and sd.tﬁescaling shows why there is such a strong variation
with the NAO. Ruprechet al. (2002) also demonstrated increased moisture transpodsitiye
NAO conditions due to the poleward shift in the jet, which l@ds0 been demonstrated from

scaling arguments, wit® ~ f2.
Field and Wood (2007) argued for a scaling of the WCB rainaatéollows:

Rucb = C(V ) (WV P, (5.18)

wherec is a constant which depends on the cyclone area, the sizee VBB inflow and the
asymmetry in moisture distribution within the cyclone. Téwmaling arguments presented here

have demonstrated consistency with this scaling. It has bleewn here that

Ruch = CWhh, (5.19)

where continuity impliegV) ~ wy, whilst (WV P, ~ g, since most moisture is contained within
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the boundary layer, and so the effect of upper-tropospmmesisture, included ifWV P, is small.
Cis new constant incorporating these proportionality fetet andc. It has been shown here from
first principles whyg, varies according to the Clausius-Clapeyron equation, tanfated in Field

and Wood (2007).

The scaling arguments also provide clues as to how extia&lopyclones may evolve in the
future. Allen and Ingram (2002) discuss how the Clausitep€yron equation gives an increase in
atmospheric water vapour storagex06.5%K 1, whilst energy constraints imply a mean increase
in global precipitation of 2- 3%K~1. The scaling arguments presented here demonstrate that a
reduction in the peak jet speed by 1 ThK ! is sufficient to reduce the precipitation increase
to the energy constrained value. Thermal wind balance dstradas that this corresponds to a
reduction in the equator-pole temperature difference-l3 K for every 1 K of warming. The
scalings also demonstrate where sensitivity to other plasshanges in the atmospheric state lies.
For example, climate projections also suggest that thdf®eva poleward shift in the storm track
(Bengtssoret al., 2006). This should lead to increased moisture transpaorpagcipitation, since
the Coriolis parameter will be increased. However, theisgaldemonstrate that a reduction of
~ 0.8 ms ! is required to balance every shift of the storm track poleward, and result in no
change to the observed precipitation rate. This analysisnass no change in the total number
of storms, which cannot be estimated from this study of alsistprm system. Whether the
reduction in meridional temperature gradient results irduction in mean storm strength or a
reduction in the total number of storms is open to debatec(&mand Watterson, 1999; Fyfe,
2003), although recent trends suggest that it is the cydl@ggiency which is reducing (Paciorek
et al, 2002).

The scaling arguments have demonstrated the key physidables that influence cyclone
moisture transport and precipitation, but they also haveymoéher potential uses. Their simplicity
means that they can be used for climatological studies ostw@ transport and precipitation,
and also for pollution ventilation with some minor modificat Sinclairet al. (2010a) discussed
how the large-scale advection could be used to create jpuilventilation climatologies. The
present work provides a similar scaling for ventilation bgish convection, a process which has
been previously shown to be an efficient method of pollutientitation in the absence of frontal

systems (Dacret al, 2007). The simple expressions can also be used as par@aibers of
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moisture transport and precipitation in minimal complgxyialeo-climate models, which cannot

adequately resolve cyclones.

Section 5.4 has also demonstrated that although advecti/e@vective processes are sim-
ilarly constrained by the large-scale flow, they react veffeently to boundary-layer changes.
Sinclairet al. (2010a) demonstrated that the WCB was controlled entinglhé large-scale, and
reasonable changes to the surface roughness had no effestadnility to ventilate the bound-
ary layer. This work has demonstrated a much closer link éetwconvective ventilation and
the boundary-layer structure, shown here in terms of ma@sauvailability, but future work could
investigate the dependence on the surface sensible heah@meéntum fluxes. These results,
combined with the results of Chapter 4, demonstrate theiitapoe of boundary-layer processes
to the mid-latitude water cycle. Convectively ventilatedisture can be transported large dis-
tances in the troposphere and even become dynamically iermianear the cold front, but its

evolution depends heavily on the surface energy balance.

Page 131




CHAPTER 6:

CONCLUSIONS

6.1 SUMMARY AND MAIN CONCLUSIONS

This thesis has investigated the interaction between atitli#tle cyclones and the atmospheric
boundary layer, with the overall aim of improving undersliaig of the coupling between the two.
This improved understanding is important for both weathmet eimate prediction. For example,
the THORPEX-North Atlantic Waveguide and Downstream Intfia@eriment (T-NAWDEX) is
an experimental campaign tentatively scheduled for Aut@®hl to observe extra-tropical cy-
clones and their downstream affects on short-to-mediumeraveather forecasts. One of the key
scientific questions to be answered is (Methven, 2009, Rafsmmm.): Are the physical pro-
cesses associated with warm-conveyor belts (WCBs) ctyrregtured by NWP models? Further
sub-questions to facilitate answering this include: Do VE@Bthe models start off with the cor-
rect humidity and temperature structure? Is the representaf turbulence correct along the
WCB? Is the PV evolution correct along the WCB? How do loweléwV anomalies (generated
or intensified by a WCB) evolve as they move downstream? Tweanany of these questions
requires knowledge of the physics and dynamics in the WCBcgsoregion, which lies within
the atmospheric boundary layer. The importance of undaiistg the answers to these questions
has been shown by Wernli (2009, Personal comm.). He denadedtthat in the ECMWF model,
for the ten most extreme cases of an incorrect surface peepattern over Europe, the problems
were due to an incorrect representation of upstream WCBegsas associated with cyclones over
the North-Atlantic. Improved understanding and represt@m of WCBs should help to improve

these forecasts in the future.

In Chapter 2 a new numerical model of idealised cyclone dgveent was created. The
model initialisation was similar to previous idealised loye simulations which are well docu-

mented within the literature (e.g. Simmons and Hoskins619horncroftet al,, 1993; Wernli
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et al,, 1998; Polvani and Esler, 2007). The use of the MetUM to perfthe simulations adds the
possibility of simulating many physical processes in armledealised setting, which have only
previously been investigated in intermediate-complerifynerical models or case-study scenar-
ios. This thesis has focussed on the role of boundary-laymregses and atmospheric moisture.
However, many other physical processes also have stdteafrt parameterisation schemes in
the MetUM, and the effects of these on cyclone behaviourccaldo be investigated using this
model. For example, the problems with implementation of rdmiation scheme discussed in
Section 2.5.3 could be overcome by the careful addition ofesaet warming to the atmosphere
to represent the global-scale processes not resolvednwiitbilimited area model. The detailed
land-surface scheme in the MetUM could be used to run cydanalations over a range of dif-
ferent land-surface types. A coupled ocean model coulddeded to investigate the interaction
between cyclones and the sea-surface temperature (SS%)prbleess is often considered to be
a one-way effect of the SST affecting the cyclone, as in Greht However, in reality, cyclones
will also modify the SST as they pass over a region. Cycloaesatso create significant ocean
waves, which can propagate as swell over large distancég &drth’'s oceans, for example Han-
ley et al. (2010) describe how a band of swell created by a SouthernrOxedone propagated to
the coast of India. The MetUM’s wave model could be used testigate the creation of phenom-
ena like this in an idealised setting. The model has also bsed to study pollution ventilation
from the boundary layer (Sinclaet al., 2010a) and is currently being used to investigate Sting

Jets (Baker, 2009, Personal comm.).

Chapter 3 discussed the interaction between the idealisgdne and the boundary layer in

dry simulations, aiming to answer the question:

e What is the mechanism by which the boundary layer spins domiddatitude cyclone?

The answer appears to be that a combination of the Ekman pgrapd baroclinic potential vor-
ticity (PV) mechanisms work together to maximise the spm#d. Whilst Ekman pumping will
act to spin-down a barotropic vortex by vortex squashinggderaonstrated in Section 3.2.1, it
also enhances the baroclinic PV mechanism. Ekman driveveagence enhances the low-level
ascent on the WCB, which acts to ventilate the baroclinjcgéinerated PV from the boundary-

layer, in a similar manner to passive tracers (Sinadial, 2008) or moisture (Chapter 4). As
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the baroclinically generated PV accumulates above the kwire, Ekman pumping forces the
lifting of isentropes, which confines the PV anomaly into & $laape of large horizontal extent,
but trapped between the isentropes in the vertical (sintieeiriree troposphere PV cannot cross
isentropes). This shape is associated mainly with enhastedid stability, preventing communi-
cation between the upper- and lower-levels of the devetppiave and reducing the growth rate.
It was also established that this combined mechanism wodepiendently of the type of cyclone
and the timescale over which it evolves. Both mechanismeaeg robust and acted in a similar
way in both the slowly evolving Type-A simulation and the maapidly intensifying Type-B

simulation.

Section 3.3 demonstrated the important effect that thessdaece temperature and surface
heat fluxes can have on the boundary-layer structure and ®Khbdition. However, unless the
heat fluxes modify the boundary layer PV distribution in aakban that is well placed for venti-
lation, they will have little affect on the large-scale ayé development. This demonstrates why
some previous studies, such as Ketoal. (1991), have found differing effects from case study
simulations with modified surface heat fluxes. If the surfaeat fluxes are negative (positive) in
aregion well placed for WCB ventilation, then the lower twspheric PV is increased (decreased)

and the spin-down is enhanced (reduced).

Attempts at a PV inversion in Section 3.4 proved difficult,imgvto the fact that the PV of
interest tended to be in regions of large horizontal coreretg, and there is presently no technique
of inverting PV within the boundary layer. Despite the pehb, the results provide extra support
to the results of Adamsoat al. (2006) and the Eady theory presented in Section 3.2. They
demonstrated that the upper-level anomaly was enhancengutiace wave to a greater extent
when the low-level PV anomaly was removed. This demonstrtitat the shielding effect is at

least occurring, although cannot determine the magnitfitieeaeffect.

Chapter 4 included the effects of moisture into the simaitej investigating the question:

e How does the cyclone boundary layer link surface moistureefitio ventilation into the

free troposphere?

The use of a boundary-layer budgeting technique demoedtthat the greatest input of moisture

Page 134




Chapter 6: Conclusions

from the surface was behind the cold front, in the cold-aitboeak, as the boundary-layer air
flowed quickly from the north over a warmer sea-surface. Agipnately half of this input was
locally ventilated due to shallow convection above thisarg The remainder was transported
within the cyclone boundary layer, from the high-pressuag pf the wave where the horizontal
flow was divergent, to the low-pressure part of the wave wtterdorizontal flow was convergent.
The moisture converged under the WCB and was then ventifaveal the boundary layer by

large-scale ascent.

Sections 4.2 and 4.3 documented how the structure and ®wolaf the boundary layer
changed between the dry and moist simulations. The ovdralttare remained similar, with
large areas of stable and unstable boundary layer, forcéarpg-scale advection of heat by the
cyclone system. However, the addition of moisture creatddcategories within these regions,
with different types of capping cloud being formed depegain the moisture availability. Behind
the cold front and in the cold-air outbreak, shallow cumuliesids were formed as the boundary-
layer air flowed quickly from the north over a warmer seaatef In the very centre of the high
pressure, thermal advection was weak and a deep, singlal haixer could grow, similar to the
dry simulations. Within the WCB region, the boundary layersvetable and close to saturation,

with low-level cloud or fog being formed.

Section 4.5 discussed how the ventilated moisture wastoatesl within the free troposphere.
The large-scale ascent on the WCB transported moisturevpaols and ascended 407 km, be-
fore being precipitated back to the surface. The moistunéilated by shallow convection stayed
much lower within the atmosphere @ km) and was transported eastwards with the jet, converg-
ing near the cold-front several days later. This moisture alao transported slightly polewards
and could either act to modify the tropospheric humiditystinre, or would be precipitated back

to the surface in showers behind the front and frontal pietipn.

Chapter 5 investigated further the two methods identifiecbundary-layer moisture venti-

lation, addressing the question:

e What factors control the moisture transport within midtiate cyclones?

Variation of key large-scale parameters and scaling argtsrgemonstrated an exponential de-
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pendence of moisture transport on the absolute temperatueeto the Clausius-Clapeyron rela-
tion. Strong dependence on the meridional temperaturéegadas also found, with @ ~ Ug’
scaling, whilst slightly weaker dependences on the Caripéirameter and vertical temperature
gradient were also found. The relative humidity (RH) wasitio have very little control over
the moisture transport, and this was shown to be due to théhfaicevaporation and precipitation
processes within the cyclone system could act to restoregaitigium RH distribution over a
short timescale. It was also demonstrated that large-peabameters exert similar controls over
ventilation by advective and convective processes. Witténcyclone system, the convection is
ultimately driven by the same large-scale processes thargahe WCB strength, meaning that
modification of large-scale parameters affects both psmem the same way. However, the im-
portance of the boundary layer for triggering and regutptionvection was demonstrated by a
series of experiments with modified surface moisture fluxthla situation, the two ventilation
processes did react differently. The WCB structure walgrgnchanged by the modified surface
flux, with the ventilation only being affected by the limitedpply of moisture from the boundary
layer. However, the convective process was dramaticaiyngad, with convection being unable

to trigger as the surface fluxes were reduced.

This final chapter of work is useful in consideration of howlogenesis might change as
the climate evolves. The scaling arguments presented deratamhow apparent discrepancies in
projected rainfall amounts (Allen and Ingram, 2002) candmanted for with only a very minor
reduction in the meridional temperature gradient. A It ! reduction in the peak jet speed is
sufficient to reduce the: 6.5%K ! increase in precipitation expected from Clausius-Clapeyr
arguments to the global energy balance constrained val@e-&%K~1. This results does not

require any change in the frequency of cyclone events.

6.2 FUTURE WORK

There is great potential to expand upon the work presentddsrthesis, and many different di-
rections which future work could take. This thesis has presikan idealised modelling approach,
utilising clean and easily changeable experiments to dedesults which should be generic and

applicable to all mid-latitude cyclones. Therefore, ongiobis next step is to investigate case-
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studies or composites of real cyclone systems. The diaigrteshniques developed for analysing
Ekman pumping and baroclinic PV generation, and the boyAdger budgeting techniques, are

easily applicable to standard NWP or reanalysis data.

Possibly of greater importance for understanding moistftew to WCBs is the possibility
of obtaining suitable observational data. Most cyclogenegents occur over the ocean, making
this only possible during field campaigns. However, thisrie topic being investigated as part
of the pilot project for T-NAWDEX (Methven, 2009, Personanem.). A series of flights will
take place in late 2009, with several of the flights plannettansect a WCB and measure the
horizontal fluxes of moisture within the boundary layer. STehould hopefully provide enough
data to construct several of the budget terms in the WCB mnegitbowing both qualitative and
guantitative comparison to be made to the idealised workgmted here, and budget calculations

from hindcast runs of the observed events.

Recent work by Hewson (2009, Personal comm.) has demasstealink between sea-
surface temperature anomalies and precipitation detivifmem cyclone WCBSs, suggesting that
SST anomalies can modify boundary layer air as it flows palds;anodifying the moisture con-
tent of the air and ultimately the precipitation deliveregome idealised experiments using the
simulations presented in Chapter 2 could be constructeld agitefully placed SST anomalies,
allowing the magnitude and location of the SST anomaly todreed and its effect on the WCB
precipitation uncovered. Some preliminary investigatisanggest that when the SST gradient is
enhanced, i.e. there is a warm anomaly in the SST to the sadtla @old anomaly in the SST
to the north, the WCB precipitation is enhanced. This enbarent does not appear from any
increase in the cyclone intensity, since the atmosphermdhaicity remains unchanged. Itis due
to an SST state which is out of balance with the atmospheresteming the boundary-layer air,

resulting in a lower cloud base and increased precipitagaching the surface.

Finally, there are significant climate implications fronettvater cycle work presented in
Chapters 4 and 5. Understanding how cyclones will changheaslimate changes is of signif-
icant socio-economic importance, due to their ability tee#iten life and damage property. The
moisture budget analysis presented here could be applisinigdations of the future climate,
providing quantitative analysis of how the cyclone moistaycle is modified. This will lead to

a better understanding of the changes in precipitatiorepettthat can be expected. It will also
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provide guidance on which areas of climate models are th¢ impsrtant for accurate represen-
tation of cyclone precipitation processes and the watdecgemonstrating in which areas model
improvements are likely to lead to the most significant ctengrojection improvements. This
has been highlighted in this study by the importance of cciiwe processes in boundary-layer
moisture ventilation. Accurate representation of the egtive ventilation is not only important
for what the convection ventilates, but also feeds back wiitat the WCB can ventilate by re-
moving moisture (or other tracers) from the source regioher&fore, even if representation of
the WCB was perfect, if the convection was wrong then onectoat hope to obtain the correct
outflow from the WCB because the inflow would not be correctkages like this are important

for understanding how climate models behave, and also hewetll atmosphere behaves.
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NOMENCLATURE

A.1 SYMBOLS AND PHYSICAL CONSTANTS

Area of a surface [

Cyclone scaling area [fh

a Radius of the Earth [6371 km]
Cob Drag coefficient
CH Stanton number

c(T) Empirical solution to the Clausius-Clapeyron equationghP

Cp Specific heat capacity of air at constant pressure [1004-KiK 1]
c Scaling constant from Field and Wood (2007)TH

¢ Modified scaling constant

D* Moisture regime parameter

E Turbulent moisture flux [kgm?s 1]

E Shape parameter

e Partial pressure of water vapour in air [Pa]

Fs Surface buoyancy flux [kgmts 3]

f Coriolis parameter [s']

fmh Stability function for momentum/heat

Gs PV generation by baroclinic friction [Kkg'm?s 2]

Gh PV generation by surface sensible heat fluxes [Kigfs 2]
g Gravitational acceleration [91 ms?]

Turbulent flux of sensible heat [Wm]
Tropopause height [m]

h Boundary-layer depth [m]

Kmh Eddy diffusivity for momentum/heat [fs~1]
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QGPV

a
ofi

Ri
Rip
RH
RHo
Rweb

Zonal wavenumber [m']

Unit vector in thez-direction

Rosshy radius of deformation [m]

Obukhov Length [m]

Jet width [3000 km]

Neutral mixing length for momentum/heat [m]
Cyclone scaling length [m]

Mixing lengthscale for momentum [m]

zonal wavenumber [6]

Static stability [s?]

Tropospheric Brunt-Vaisalla frequency.[6x 1072 s71]
Stratospheric Brunt-Vaisalla frequency32 x 102 s 1]
Unit normal to a surface

Normal to a surface

Potential Vorticity [Kkg tm?s™1]

Prandtl number

Pressure [Pa]

Surface pressure [1000 hPa]

Quasi-geostrophic potential vorticity perturbationp
Total mass of moisture ventilated by a life-cycle [kg]
Specific humidity [kgkg?!]

Specific humidity of water vapour in air [kgkgd]
Specific humidity of liquid water in air [kgkg']
Specific humidity of frozen water in air [kgkd]

Ideal gas constant for dry air [287 Jkkg ]

Gradient Richardson humber

Bulk Richardson number

Relative humidity

Maximum value of surface relative humidity [80%]
Warm-conveyor belt precipitation rate [mmday

Frictional force per unit mass [M$]
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3 Source or sink of heat [Kg]

S Source or sink of water {g]

S Arbitrary surface to integrate over fh

S Source or sink of moisture from microphysics [kgfs 1]
T Temperature [K]

T Temperature perturbation maximum [1 K]
T Temperature perturbation [K]

To Surface temperature ét[280 K]

T Timescale of life-cycle [14 days]

t Time [s]

U Jet speed at/ [ms™]

Uo Peak jet speed [45 m§]

u Zonal velocity [ms1]

u 3D wind vector:(u,v,w) [ms™!]

Us Friction velocity [ms]

Vsc Stratocumulus scaling velocity [m¥]

\% Near-surface windspeed [mY

v Meridional velocity [ms]

v 2D velocity vector:(u,v) [ms™]

A Surface scaling velocity [m3]

WVP  Water vapour path [kgnt]

w Vertical velocity [ms?]

W, Convective velocity scale [mé]
Ws Vertical scaling velocity [ms?]
We Entrainment velocity [ms]

Wik Ekman pumping velocity [ms']

X Zonal distance [m]

y Meridional distance [m]

z Height above surface [m]

Zomh Roughness length for momentum/heat [m]

Z Depth of boundary layer scheme operation [m]
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Zpar Depth of surface based mixed layer [m]

Znm Depth of cloud top driven turbulence [m]

zr Temperature scale height [13 km]

Z4 Moisture scale height [12 km]

Oc Charnock parameter [011]

a Moisture availability parameter

i \elocity scaling parameter

Vh Counter-gradient term [Km']

Z Absolute vorticity [s?]

0 Potential temperature [K]

0, Virtual potential temperature [K]

Bw Wet-bulb potential temperature [K]

K Von-Karman constant [@]

N Longitude

A Latent heat of condensation of waterg 10° Jkg* at 273 K]

g Relative Vorticity [s1]

M Exner pressure

o Density of air [kgnT 2]

o Eady growth rate [s!]

T Turbulent stress [N?]

®Pmh Integrated Monin-Obukhov stability function for momentineat

O] Geopotential height [m]

@nh Monin-Obukhov stability function for momentum/heat
Latitude

@

) Jet Latitude [45N]

X Arbitrary Reynolds averaged variable
1] Streamfunction [ris™1]

Q Rotation rate of Earth [292x 107° s71]
)

Frequency [s']
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A.2 MATHEMATICAL OPERATORS

O 3D gradient operatortgy, 5, &)
2 2D gradient operators:, 2
2 Material derivative:g +u.[]
X Grid-box mean value of a quantity
X Fluctuation of quantity from the mean state
|X| [2-norm of a vector: % X2
n=1

< x> Zonal mean of a quantity

] Boundary-layer depth-average of a quantl'ly.lfé1 xdz

X Boundary-layer depth-integral of a quantityx|

(X) Quantity averaged over a 2000 km radius circle centred omthenum sea-level pres-
sure

A.3 SUBSCRIPTS AND SUPERSCRIPTS

Xxyz X, YOrzcomponent of a vector

Xg Geostrophic value of a quantity

X0 Reference/surface/initial value of a quantity
Xsat  Value of a quantity at saturation

Xs Surface value of a quantity

Xnh  Momentum/heat-flux related quantity

X1 First model level value of a quantity

Xh Quantity evaluated at the boundary-layer top
xS Surface driven quantity

X3¢ Cloud-top driven quantity

Xeq  Equilibrium value of a quantity

Xwch  Warm conveyor belt value of a quantity

Xconv  Shallow-convection related value of a quantity

Page 143




Appendix A: Nomenclature

A.4 ABBREVIATIONS

CAPE
CCB
ECMWF
EKE
IGCM
LLJ
MetUM
MSLP
NAO
NCEP
NWP
PV

QG

RH
SST
TKE
WCB

Convective available potential energy
Cold-conveyor belt

European Centre for Medium Range Weather Forecasting
Eddy kinetic energy

Intermediate General Circulation Model
Low-level jet

Meteorological Office Unified Model

Mean sea-level pressure

North-Atlantic Oscillation

National Centre for Environmental Prediction
Numerical Weather Prediction

Potential Vorticity

Quasi-geostrophic

Relative humidity

Sea-surface temperature

Turbulent kinetic energy

Warm-conveyor belt
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